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mention a few, countermeasures for cavitation erosion, quantita
tive prediction of unsteady fluid loading, air/water two-phase 
flow pumps with large void fraction, structural vibration analy
sis under liquid/structure interaction, maintenance-free bearings 
and shaft-seals, pumps with a wide operational range, fluid 
dynamical design for easy manufacturing, etc. are the examples 
of such technologies. Fluids engineering plays a fraction of the 
total role in the development of pumps; however, it has the 
possibility of making a fundamental breakthrough for higher 
reliability and lower costs. 

Conclusion 

The social and industrial background of post-war Japan has 
been classified into three stages of development with unique 
characteristics. The production of pumps in sales and quantity 
was analyzed by statistical data and the evolution was correlated 
with the features of the corresponding background stages. Simi
lar analysis was made also for papers on pump-related research 
published in the Transaction of JSME, Series B (fluids and 
thermal engineering). 

As the value of pumps, such qualifications as high reliability, 
easy maintenance/operation and low costs will be sought as 
top priority in the decades to come. The shift of value can be 
described in a simple wording as ' 'from predelivery to postde-
livery." Fluids engineering has the possibility of making an 
essential break-through for these targets. 
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The 1997 Summer Meeting of the Fluids Engineering Divi
sion was the venue for the 3rd International Pumping Machinery 
Symposium. This symposium brings together engineers and re
searchers working mainly in the area of rotodynamic pumps 
every four years. Most workers in the field have experienced 
the challenges of new trends that are refocusing their efforts. 
These trends were addressed by invited speakers from the three 
major areas of the world that are involved heavily in the pump 
industry and the R&D that supports it, namely Japan, Europe, 
and the United States. Each addressed the topic, "Pump Re
search and Development—Past, Present, and Future." Each has 
a different perspective, which when taken together with the 
others forms an integrated whole that can benefit all who are 
associated with the pump industry. These three contributions 
were submitted to the Journal of Fluids Engineering, reviewed 
and now appear in the first few pages of this issue. 

All three of these authors agree that the emphasis has changed 
from concentration simply on maximizing the performance and 
related design features to addressing how reliability, low main
tenance and long life can be achieved at the same time. The 
commitment to technological improvements remains but in the 
context of these customer-oriented drivers. 

Ohashi and Tsujimoto, in presenting the Japanese perspec
tive, focus on three major socio-industrial stages that have oc

curred since 1955; namely expansion, conversion to a broader 
product emphasis, and globalization. These have steered pump 
R&D into the new direction mentioned. Impressive statistics 
are presented to illustrate this development. Hergt, by giving 
examples of three types of pumping machinery, illustrates how 
this change in direction is occurring in Europe. In addition to 
economies obtained for small pumps through better efficiency, 
he sees large pump technology leading to even larger machines. 
Gopalakrishnan sees the same shift in emphasis and insists that 
the basic given assumed by all customers is guaranteed and 
improved performance. He illustrates how this has been and 
can be done in the future through an in-depth review of the 
three technical areas of hydraulics, vibrations, and innovations 
in pump design. 

These three contributions afford valuable insights for pump 
engineers, showing how future R&D efforts can be best attuned 
to recent developments vis-a-vis the environment, the changing 
economic landscape, and the new demands of present and future 
pump users and applications. 

Paul Cooper 
Ingersoll-Dresser Pump Company, 

942 Memorial Parkway, 
Phillipsburg, NJ 08865 
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A TRIBUTE TO HOWARD WILSON EMMONS 
1912-1998 

One of the seven wonders of the world. A human slide 
rule.—Einstein's rival! Our eminent mathematician. He 
has made a name for himself in M.H.S. and will become 
famous some day. Look us up then, and tell us to what 
you attribute your success. 

It is perhaps unfair to quote his Morristown, N.J. high school 
yearbook, but it clearly foreshadowed that Howard Emmons would 
accomplish a great deal in the following years. He graduated from 
Stevens Institute with a B.S. in Mechanical Engineering in 1933 
and an M.S. in 1935, and then went on to Harvard, where he 
received a D.Sc. in 1938. Two years with Westinghouse, working 
on steam turbines and a year as associate professor at the Univer
sity of Pennsylvania preceded his return to Harvard, which became 
the base for his professional life up to his death in November 1998, 
at age 86. 

As it turned out, Howard Emmons significantly influenced sev
eral fields, most of them connected in one way or another with 
fluid mechanics and thermal phenomena, starting with his doctor
ate studies on drop condensation. 

Numerical solution of fluid flows and heat conduction, including 
problems in shock waves and compressible boundary layers im
mediately followed, described in several publications beginning in 
1941. He advised N.A.C.A. on the design of its first supersonic 
wind tunnel. It seems that at this time he developed the relaxation 
technique, apparently independently of Southwell. This extended 
into the numerical study of transition to turbulence in the mid-
1940s. 

This problem of transition to turbulence intrigued him, and in 
that context he is recognized as the first to describe the phenom
enon known as the Emmons, or turbulent, spot. His detection of the 
"spot" was illustrative of the simplicity of some of his experi
ments. A thin layer of water flowed down a slightly inclined glass 
plate several feet in length and width, to be viewed or photo
graphed either from above or below. At some Reynolds number, 
the clear laminar sheet would develop visibly rough patches that 
drifted and grew slowly downstream, a landmark observation 
leading to the recognition of the development and significance of 
large scale structures in turbulence. 

But much of his research involved complex apparatus, major 
financial support, and a multi-person research team. For example, 
the studies of gas turbine compressor stall, supported by Pratt and 
Whitney, involved many Ph.D students, and led to the discovery of 
compressor stall, a major gas turbine problem, and evolution of hot 
wires concepts and applications. 

It was interest in plasmas and fires that came to be his principal 
concern for forty years, and led to his being internationally rec
ognized as "Mr. Fire Research," the initiator of scientific fire study, 
and the most significant contributor to that complex, and societally 
important subject. He argued before Congress for a Fire Research 
and Safety Act, which was adopted in 1968. 

One in particular of the many experimental studies he and his 
colleagues devised will never be forgotten by any who witnessed 
the "fire whirl." A small cup of burning acetone with a flame a few 
inches high is at the bottom center of a wire cage seven feet in 
diameter rotating slowly a few times a minute. The flame with a 
roaring sound suddenly jumps to ten feet high, a spectacular 
demonstration of sudden transition in fuel/air mixing and radiant 
evaporation of fuel. 

Paul Fitzgerald recalls the story of Howard's first association 
with Factory Mutual, Fitzgerald's insurance firm, back about 1960: 

Howard walked into a meeting of the Factory Mutual 
Joint Affair Committee, an executive board consisting of 
seven insurance company CEOs and the General Man
ager of Factory Mutual, and told them that they should 
invest in fundamental fire research—something none of 
their competitors were spending a dime on at that time. 
Not many people, let alone an engineering professor, 
were likely to have swayed that group. But Howard 
persuaded them to think "out of the box" and convinced 
them of its value. And fortunately, they accepted his 
recommendation. Howard went on to become the Scien
tific Advisor to our basic research program. 

Complex investigations followed, such as studies of fire prop
agation under various circumstances of ignition and propagation of 
fires in buildings. These led to revisions of flammability rating 
techniques for combustible materials, development of new sprin
kler concepts, and ultimately the development of the "Harvard 
Computer Fire Code," which predicts the growth of fire in build
ings and remains a useful tool today. 

Professor Emmons's involvement in engineering and scientific 
organizations was extensive. He was a member of both the Na
tional Academy of Sciences and the National Academy of Engi
neering. He served on many committees and panels within the 
Government, and was extensively involved in the American Phys
ical Society, the Combustion Institute, and The American Society 
of Mechanical Engineers. Within ASME he was: 

Chairman, Applied Mechanics Division, 1943 
Chairman, Fluids Engr., 1960 
Chairman, Policy Board, Basic Engr., 1967-70 
Chairman, Com. on Tech. Affairs, 1967-70 
Vice President, Exec. Com. of Council, 1967-70 
Recipient of the Timoshenko Medal, 1971 
Made Honorary Member, 1978, ASME's highest honor 

Professor Emmons's legacy to society goes beyond his teaching 
and research, and the 51 Ph.D.s of whom many went on to 
distinguished careers in engineering and science. He was a mem
ber of advisory committees established by the Mayor of Boston 
and the Governor of Massachusetts. He was a selectman for his 
home town, Sudbury, and a very constructive Chairman of the 
Lincoln-Sudbury School Committee for twenty years. 

Paul Croce, Vice President and Manager of Research for Liberty 
Mutual, with which Professor Emmons coordinated much of his 
fire research, notes most aptly: 

He looked at the world as a place where he could solve 
problems and make it a better place, whether through 
science, education, government service or everyday life, 
never stopping, always looking onward to the next chal
lenge, the next problem he could solve and always 
reaching beyond what others thought to be the limit. 

Richard I. Land 
Lloyd M. Trefethen 
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Steady and Unsteady Computations of Turbu
lent Flows Induced by a 4/45 Degree Pitched-
Blade Impeller' 

Predictable Model for Characteristics of One-
Dimensional Solid-Gas-Liquid Three-Phase 
Mixtures Flow Along a Vertical Pipeline with 
an Abrupt Enlargement in Diameter' 

Marcus W. A, Hoefken.^ The authors are the first to present 
an extensive study on the influence of the calculation method, 
namely steady versus unsteady computations, on the accuracy of 
the computational results for a Pitched-Blade Turbine (PBT) in 
turbulent operation. They validated their results with experimental 
data published by Schaefer et al. (1998), which are known to be the 
most complete and accurate data base for the validation of CFD-
simulations on PBTs to date. All computational results were in 
excellent agreement with the experimental data. Even the turbulent 
predictions, which normally represent a major problem, showed no 
significant deviations. For this reason, the work presented in this 
paper is of great value to industry, because up to now properly 
verified and thoroughly validated computational fluid dynamic 
codes and processes were very rare. Now, one can use this vali
dated code for optimizations of the impeller/reactor configuration 
by changing the location of the impeller, the number of baffles etc. 
and still achieve results of excellent accuracy. 

In many of the earlier papers (see text) the influence of the 
impeller was represented by boundary conditions around the im
peller derived from experimental data, neglecting the most impor
tant region of the reactor, which is the region in and around the 
impeller. Such computations cannot be used for any kind of 
optimizations of the impeller, since the geometry of the impeller is 
not represented properly. In the computations of the present paper, 
a clicking grid method was used to accurately simulate the mo
mentum caused by the impeller rotation. Due to the clicking grid 
method and the reliability of the results, the authors offer for the 
first time a code which could be used for the optimizations of 
impeller geometries. This is of great importance to industry since 
it could help to optimize not only impellers but also reactor designs 
and chemical processes. 

The authors have shown that steady computations satisfy accu
racy requirements, thus reducing the computational time and the 
parallelization of the code allows for the use of clusters of standard 
PCs as well as supercomputers for such computations. It can be 
envisaged that such methods will find their way into industry 
within the next few years and will become a very useful tool for 
the layout and design of chemical reactors. 

Kouji Takatani.^ The authors analyzed the flow characteris
tics of solid-gas-liquid three-phase mixtures flowing upward in a 
vertical pipe with a sudden expansion in diameter. In order to do 
so, they modified the numerical procedure of their own theoretical 
model (Hatta et al., 1998) capable of predicting multi-phase flow 
field in steady-state. They built up the system of governing equa
tions based on a quasi-one-dimensional multi-fluid model, taking 
into account the transitions of gas flow pattern, interaction between 
different phases and external forces. Therefore, their model is 
theoretically rigorous compared with another model based on the 
simple momentum conservation law (Yoshinaga et al., 1996). The 
predictions obtained by the present model agree reasonably well 
with experimental data. Accordingly, the present model is suitable 
to predict the performance of an air-lift pump system for convey
ing solid particles. 

The authors represented numerically, as well as experimentally, 
that an abrupt expansion of pipe diameter contributes an improve
ment of pump-efficiency. The reduction of volumetric fraction for 
gas-phase is effective to control the gas flow pattern due to the 
abrupt expansion of pipe. This finding is very practical for design
ing a high-performance air-lift pump system in particular, a very 
large-scale air-lift system. 

The authors also provide fundamental information concerning 
the motion of solid particles in a vertical pipe from a photographic 
viewpoint. The moving processes of solid particles in gas-slug as 
well as liquid were shown under several flow conditions by means 
of high-speed video camera. Their experimental data are very 
useful to physically understand the flow field of three-phase mix
tures. 
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Pump Research and 
Development: Past, Present, 
and Future—An American 
Perspective 
Pump research and development efforts are primarily driven by the needs of the 
customer. Today, these needs are centered around cost and reliability issues with 
the understanding that certain threshold levels of performance are achieved. As 
centrifugal pumps have reached high levels of maturity in most industrial applications, 
we can anticipate, that in the future, customer expectations will change subtly but 
significantly. They will demand continuously reducing costs with the understanding 
that reliability and technology needs will be satisfied. This would lead to a strong 
emphasis on consistent predictability of performance in the field and to less of a 
focus on innovations in design. R&D efforts in the past were intended to stretch the 
envelope to produce better hydraulic performance, to improve mean-time-between-
failures, and to operate at higher speeds. In contrast, R&D efforts in the future 
would be aimed towards cost reduction, accurate hydraulic guarantees, and flawless 
performance in the field. In this paper, the R&D efforts of the past, present, and 
future are discussed in terms of three core competencies, which are essential for 
today's pump manufacturer. These are hydraulics (with an emphasis on improving 
predictability of performance and improving impeller life), vibrations (with a view 
to providing cost effective problem solving/avoidance capability), and pump designs 
which capitalize on improved understanding of the underlying technologies. 

Introduction 
Significant advances are being steadily made in the under

standing of key technical phenomena relating to centrifugal 
pumps. These advances are in those disciplines which constitute 
the core competencies that are required to be in the business of 
offering pumps to the users in power, petroleum, water supply 
or similar industries. In this paper, these advances are viewed 
from the perspective of a pump manufacturer supplying to a 
world-wide customer base. Although the business is rapidly 
becoming global, the author's experience is primarily with 
American customers and hence the paper probably represents 
an American perspective. Today, the primary requirements of 
the end-user, at least in the industries mentioned earlier, relate 
to cost and reliability. This is not to imply that the technical 
performance is of low priority, but only that a certain level of 
technical performance has to be met before a pump can be 
treated as an acceptable offering. Once this minimum hurdle is 
met, issues of cost and reliability become the judging factors 
in the final choice. Thus, in this paper, only those R&D efforts 
which are deemed to contribute to the key customer issues of 
cost and reliability are discussed. In the author's opinion, these 
issues can be broadly divided into three categories—hydraulics 
(including cavitation), vibrations, and pump design. These 
three categories are discussed in terms of past R&D efforts, the 
state-of-the-technology today, and the author's opinion of what 
is likely in the near future. 

Hydraulics 
No other field of pump technology has shown more dramatic 

advances than pump hydraulics. State-of-the-art calculation 
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techniques often years ago appear archaic today. While obsoles-
c;ence at this pace is not at all uncommon in certain fields, e.g. 
electronic communications, progress in pump technology has 
been slow in general. However, in hydraulics, calculation capa
bilities have increased dramatically primarily because of inex
pensive access to high speed computers with tremendous num
ber-crunching capability. Today, it is possible to predict the 
complete head-flow curve of a pump given the full geometric 
information of the impeller and the stationary diffusing passage. 

Figure 1 shows the results of an early attempt at this predic
tion (Gopalakrishnan, 1981). In this method, the basic flow 
field in the impeller is calculated using a meridional plane 
method developed at NASA (Katsanis, 1964). A quas i-orthogo-
rial net is made to cover the meridional plane, and the flow 
equation is solved along the quasi-orthogonal. Since no viscous 
terms were included, the resulting solution exhibits no losses. 
In order to predict the actual head developed for any given flow, 
assumptions have to be made not only for the losses but also 
I'or the slip that occurs in the flow of a fluid that has viscosity. 
The slip factor and losses were calculated using empirical coef
ficients. These coefficients were deduced through elaborate back 
calculations from known test data for a class of vertical pumps. 

In contrast to this work, what can be done today is truly a 
significant leap. Very accurate predictions of flow field within 
an impeller are now possible for a wide range of geometries 
and specific speeds. Gopalakrishnan, et al, (1995) contains a 
description of the prediction capability for a high specific speed 
mixed flow impeller. The numerical flow field calculation of 
the mixed flow impeller was performed by using a commercially 
available Computational Fluid Dynamics (CFD) code known 
as TASCflow. TASCflow solves the Reynolds Stress Averaged 
Navier-Stokes equations, and is applicable to incompressible 
and compressible (subsonic, transonic, and supersonic) flows. 
The effects of turbulence are modeled by the standard k-e turbu
lence model, and log-law wall functions are used to simulate the 
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Fig. 1 Comparison between measured and calculated performance of 
a mixed flow pump (from Gopalakrishnan, 1981) 

boundary layers. The code is a general-purpose CFD program, 
however, it is especially well adapted for calculation of rotating 
machinery flows for its inclusion of the Coriolis acceleration 
terms and added schemes to better cope with convergence prob
lems that could arise from large grid aspect ratios (at the leading 
edge of the blade and high-curvature surfaces). It utilizes non-
orthogonal, boundary fitted, structural grid, and has several fea
tures such as multi-blocking and grid-embedding to further en
hance modeling complex features. The code employs an ele
ment-based finite volume method, and is a pressure based (as 
opposed to density based, time marching) code. The computa
tional domain used for generating the results contained 116,000 
nodes. 

Figure 2 shows the comparison between prediction and mea
surement at the trailing edge. Since the measuring instrument 
used was a fixed traversing probe, what the probe measured 
was a circumferential average of the velocity field. The CFD 
calculations at each radial location was mass averaged for com
parison purposes. It can be seen that the agreement is very good 
indeed for a wide range of flow from 53 to 120 percent of best 
efficiency point (BEP) flow. This comparison shows that it is 
no longer necessary to use a slip factor correlation or even to 
specifically invoke a Kutta condition to define vane circulation. 
Figure 3 shows the meridional velocity and relative flow angle 
comparison showing once again a very satisfactory correlation. 

0.30 

0.20 

0.40 0.60 

Radial Position, r/rt 

Fig. 2 Comparison between measured and calculated impeller dis
charge head coefficient—CFD calculations; A 53 percent QBEP! • 74 
percent; 4 100 percent; • 120 percent (from Gopalakrishnan et al., 1995) 

It must be pointed out that the quality of predictions shown 
in Figs. 2 and 3 can be achieved without having to use a full 
3D viscous code. Graf (1993) shows that quasi-3D non-viscous 
calculations can provide enough accuracy to be useful at the 
design stage. 

The key advantage of CFD is that it holds the promise for 
predicting the H-Q curve and efficiency without using empiri
cally derived coefficients. While there is nothing wrong with 
using empirical coefficients from a pump designer's point of 
view, it must be remembered that progress to improved designs 
is not possible if the technology is based on past practice. Goto 
(1997) contains a comparison between calculation and mea
surement for the H-Q and efficiency of a mixed flow impeller 
stage. The authors used a Baldwin-Lomax turbulence model in 
the stage version of Dawes CFD Code. To make comparisons 
possible for the measured pump head and flow downstream of 
the diffuser, certain losses had to be calculated separately. These 
included leakage, disk friction, and mechanical losses. As 
shown in Fig. 4, the trend for power is very well predicted. The 
performance at design point is somewhat over predicted. Results 
at high flows show high deviations between calculations and 
measurements. 

The results of Gopalakrishnan et al. (1995) and Goto (1997) 
are for individual pumps and there is a concern whether the 
CFD analysis would provide good results for a range of pump 
specific speeds. Gulich and Favre (1997) contains a thorough 
analysis of the validity of CFD technique. Thirty impellers rang
ing in specific speed from 12 to 16() metric (620 to 8000 in 
U.S. units) were analyzed and tested for head and efficiency. 
The analysis was conducted using a commercially available 
CFD code using a standard k-s model. The authors found that 
the theoretical head could be predicted with a standard deviation 
of ±2.5 percent. The evaluation of losses need further improve
ment and should include the effect of impeller outlet flow distri
bution on volute or diffuser performance. 

The abiUty to analyze the flow field inside pump stages using 
CFD has led to advanced pump designs. In Valenti (1996), 
examples are cited where vendors have improved pump effi
ciency (by as much as 5 to 10 points), improved impeller life 
(from six months to four years or more), reduced noise, and 
developed monotonic H-Q curves even at high specific speed. 
CFD capability has also speeded up the design process as it 
reduces the number of time-consuming model tests that are 
sometimes required. 

While CFD holds promise of becoming a useful tool for 
pump design, it must be noted that a major unknown in fluid 
dynamics today is a realistic model for turbulence. This may 
take years of fundamental work. It appears that for the foresee
able future, pump designers will use some of the existing turbu
lence models and calibrate their CFD results against test data 
thereby introducing some empiricism into their analysis. This 
will remain necessary as in the pump business, the penalty for 
failure to meet performance guarantees is severe indeed. 

Another future need is more user friendly mesh generation 
software that can use the designer's CAD files directly. Much 
progress is being made in this direction, and it is reasonable to 
forecast that the cycle time for a CFD analysis on a new design 
can be reduced from the present seven days to about a day or 
two. 

Another area in hydraulics where significant progress has 
been made is in cavitation. The key practical requirement in 
this area is to determine the NPSH required under any given 
flow and speed conditions to prevent cavitation damage and 
vibration consequences. Early attempts have been almost en
tirely empirical. Recognizing that the damage rate is propor
tional to some exponent of the bubble length, correlations were 
developed with this as a key parameter. The EPRI sponsored 
work in boiler feed pumps led to important publications in this 
field (Gulich, 1989). While it was recognized that damage rate 
was affected by a number of factors including details of vane 
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Fig. 3 Comparison between measured and calculated impeller discharge velocity parameters (from Gopalakrislinan et al., 
1995) 

geometry, it was found that a usable correlation could be de
duced with cavitation bubble length as the primary independent 
variable. This correlation is of the form 

dE 

dt 
ocL^ (1) 

Here dEldt is erosion rate and L is cavity bubble length. 
Although, it may be risky to project a useful impeller life on 
an absolute basis from this correlation, it is very reasonable to 
project a change in impeller life when the geometry is changed 
to yield a different bubble length, all other factors remaining 
the same. An example of this approach may be found in Ferman 
et al. (1997). Here the first stage of a large two stage boiler 

feed pump was suffering cavitation damage in an unacceptably 
short time of about 10,000 hours. It was required to increase 
the life to about 80,000 hours. This meant that with the 2.83 
exponent, the bubble length had to be reduced by a factor of 2.0. 
Ferman et al. (1997) describes the methodology and verification 
used to generate the new impeller. 

Continuing improvements in understanding of cavitation phe
nomena have led to practical benefits. On the one hand, pump 
vendors are able to better specify the NPSH characteristics of 
their pumps both in terms of the NPSH required and in terms 
of the acceptable operating range. On the other hand, pump 
vendors are better able to design the impellers to provide accept
able cavitation characteristics. Both of these enhancements are 
described below. 
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Fig. 4 Comparison between measured and calculated pump perfor
mance (from Goto, 1997) 

To calculate the required NPSH to avoid damage, a method 
using the findings of Gopalakrishnan (1993) start with a ratio 
Rii-f defined as: 

^d-f -
Ti — T3% 

( 2 ) 

where r is NPSH nondimensionalized through dividing by 
Ulllg with Ue being eye velocity of the impeller and g the 
acceleration due to gravity. The subscripts d • /refers to damage-
free condition, ;' the inception and 3 percent, the condition at 
which pump head has decreased by 3 percent due to cavitation. 
It is shown in Gopalakrishnan (1993) that after representing 
bubble length as a function of RA where 

RA = 
TA - T3% 

( 3 ) 

with subscript A representing available conditions, 

R,-/^Ul (4) 

with exponent b being approximately 2.0. In order to use this 

Feature Benefit 

a) Elliptical noses on blades 

b) Blade camber angle matched 
to analyzed flow 

c) Biased-Wedge blade 
thickness development 

d) Biased-Wedge blade designed 
to avoid increase of NPSHR 
due to loss of effective area 
between blades 

e) Concave blade leading edge, 
blended forward into hub 

Local pressure-drop spike 
minimized 

Cavity reduced or eliminated 
at HEP 

Widens range of cavity-fi-ee 
flow rate 

Maintains NPSHR of 
conventional impeller 
designs 

Removes hub-fillet 
cavitation and damage 

expression for predicting damage-free NPSH, it is necessary to 
establish T^% and T,- for a given impeller. The latter can be 
calculated from a potential flow analysis with the assumption 
of thermodynamic equilibrium i.e. bubbles form as soon as local 
pressure reaches vapor pressure corresponding to the upstream 
temperature. This analysis can be made with very simple com
puter programs. In Gopalakrishnan (1985), a two-dimensional 
method based on solving a set of singularity equations provided 
good agreement with test data for inception as shown in Fig. 
5. The value for r3% is best obtained from NPSH tests on the 
pump. Thus it is possible to estimate NPSH required to avoid 
damage for given eye geometry and operating conditions. 

The second aspect of the improved understanding of cavita
tion is the development of cavitation avoidance features. Slote-
man et al. (1991) contains a detailed analysis of this phenome
non and Table 1 reproduced from this reference summarizes 
the geometrical features that reduce cavitation activity. 

A representative blade design containing these features is 
shown in Fig. 6. It can be seen that blading that would result 
in improved cavitation characteristics call for a more demanding 
and precise design approach than has been utilized in the past. 

Determination of cavitation bubble length today requires a 
flow visualization testing capability. Such testing is generally 
very expensive and therefore, the need for a good calculation 
technique is strong. A very promising attempt in this direction 
is shown in Hirschi et al. (1997). In this method, the single 
phase flow is first computed by assuming a free surface bound
ary which confines the cavitation activity. The free surface is 
then iteratively altered to maintain a constant relative pressure. 
Figure 7 shows a typical resuh for the shroud streamline of a 
centrifugal pump impeller. The flattening of the C,, curve on 
the suction surface from the leading edge shows the extent of 
the cavitation bubble. Figure 8 shows the comparison between 
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Fig. 7 Effect of cavitation on surface pressure distribution; without 
cavitation; - - - with cavitation (from Hirschi et ai., 1997) 

calculated and measured bubble length at design point for sev
eral suction pressures. The overall agreement is excellent. 

It is not believed that in the near future it would be possible 
to calculate damage rate from first principles. Bubble length 
calculation capability will certainly improve and combined with 
approaches as in Giilich (1989), Gopalakrishnan (1993), and 
Sloteman et al. (1991) confident predictions will be made of 
impeller life and advanced designs with reduced susceptibility 
to cavitation will emerge. 

Vibrations 
One of the key symptoms which accompany a potentially 

drastic reduction in pump life is excessive vibrations. In general, 
the measured vibrations on a pump arise as a consequence of 
operation close to a resonance or of the presence of high exciting 
forces. In this section, we will deal with these two issues from 
the perspective of recent advances that have the potential to 
improve pump reliability. 

Resonance. Resonance related problems can occur if the 
operating speed and some of its harmonics (particularly the 
vane passing) coincide with the natural frequency of a stationary 
part (e.g., bearing housing) or coincide with that of the rotating 
system. The former occurs much more frequently in practical 
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measurements (from Hirschi et a!., 1997) 

Fig. 9 ly^easured structural mode shape of a high energy feed pump 
(from Gopalakrishnan, 1996) 

installations, and fortunately very good techniques are now 
available to resolve such problems. A key tool in this arsenal 
is experimental modal analysis to directly measure the natural 
frequency of the stationary component at the pump installation. 
In this analysis, the pump structure is excited at one or more 
locations (generally in three mutually perpendicular directions), 
and the response is measured at many locations. The excitation 
and measurement locations are input into modal analysis soft
ware which constructs a wire frame model. Then the normalized 
response at one location due to one excitation is plotted as a 
function of frequency, generating the so-called frequency re
sponse function (FRF). In a typical case, 200 to 300 FRFs may 
be generated. These are curve fitted and solutions are developed 
for eigen values, mode shapes and damping ratios. The results 
can thus be exhibited as an animation of the structure at each 
eigen value. Figure 9 taken from Gopalakrishnan (1996) shows 
the displaced shape of the wire frame at one instant of time 
during the animation. The animation clearly shows the structure 
that is resonant and the analyst can come up with modifications 
to the structure to move the resonance to a safe frequency. 

Structural resonance calculations can also be effectively made 
with commercially available finite element analysis programs. 
However, certain assumptions regarding bolt and foundation 
stiffnesses have to be made. Thus direct calculations do not 
always give accurate results for a given installation. At this 
time, it is safer to "calibrate" the analysis for the baseline 
installation and compute the change in frequency due to a pro
posed structural modification. 

Another type of resonance that can occur in pumps and pump
ing systems is when the natural frequency for the formation of 
a standing acoustic wave in a pipe coincides with an exciting 
force frequency. This typically occurs at vane passing frequen
cies and can generate pressure pulsations strong enough to break 
small bore piping and cause high structural vibrations leading 
to premature bearing and seal failure. It is possible to calculate 
standing wave natural frequencies by using finite element mod
eling. Figure 10 shows the results of such a calculation for a 
large two stage reactor feed pump, when the internal cross-over 
piping from the first to the second stage acoustically resonated 
with the vane passing force. 
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Fig. 10 Pressure plot at acoustic resonance in tlie long cross-over of a 
two-stage reactor feed pump 

Although, as mentioned before, rotor critical speeds are prob
lems only infrequently, much research has been done in this 
area. In the early 80s, it was understood that pump rotor dynam
ics is fundamentally affected by the presence of liquid in the 
close clearance running fits of the rotating element in the station
ary casing. The general rotor dynamic equation for a two degree 
of freedom system is: 

C C 

c c 
X 

y. 

Myx My, 
(5) 

where 

F is the applied force, 
k is the dynamic stiffness 
C is the dynamic damping 
M is the hydrodynamic mass 
X, y are the two displacements 
X, y are the two velocities and 
X, y are the two accelerations 

In the calculations of Gopalakrishnan (1982), only the direct 
stiffness term was used. It was found that the k^x term arising 
out of the Lomakin effect in wear rings, center-stage pieces, 
balance sleeves, etc. is very strong and increases as a square of 
the operating speed. It could be shown that for most practical 
multistage pump executions, critical speed is totally suppressed. 

Later research began to show that it is optimistic to suppose 
that pumps do not exhibit a critical speed. Experimental and 
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Fig. 12 Maximum and minimum radial force at synchronous frequency 
for a number of similar pumps (from Verhoeven, 1988) 

analytical work were pursued (notably Childs and Moyer 
(1985)) and estimates for all the terms in the 2 X 2 dynamic 
matrices became available. At the same time, it was also recog
nized that motion dependent interaction forces occur in the gaps 
between the impeller tip and the inlet of the stationary diffusing 
passage be it volute or diffuser (Jery, et al. (1985)). Also 
similar forces were shown to arise in the space between the 
impeller shroud and the stationary casing side walls (Guinzburg, 
1992), this force being fairly strong for low specific speed 
impellers. Very recently it has been demonstrated (Feng et al., 
1992) that it is not adequate to consider the dynamic interaction 
in running fits to be a 2 X 2 matrix. Angular motion of the 
shaft through the clearance rings (particularly the long rings 
like the balance sleeve and center stage piece) is important, and 
thus the dynamics has to be represented by a 4 X 4 matrix, 
which includes the direct and cross-coupled moment coeffi
cients. 

The effect of such an evolution can best be seen by reviewing 
the eigen modes calculated for the sarrle pump using the model
ing assumptions of the past decade. Figure 11 shows the results 
for a seven stage boiler feed pump (impeller diameter = 13.0 
in.) with a nominal operating speed of 5082 rpm (84.4 Hz). In 
the 1970s when calculations were made without fluid effects, 
the first bending mode occurred at 28 Hz well below operating 
speed and the log decrement was 0 indicating that operation 
of the pump near this speed would be catastrophic. In 1984, 
calculations included wear ring and balance sleeve coefficients, 
without however any fluid inertia effects. Now the first bending 
mode is moved well beyond operating speed. (As pointed out 
before, if the direct stiffness only is included, the critical speed 
becomes infinite, i.e., is suppressed.) By 1987, volute/impeller 
interaction effects were included, and this reduced the first criti
cal speed somewhat. The first calculation of 1995 uses a 2 X 
2 matrix and the coefficients are computed with state-of-the-art 
numerical solutions for the fluid dynamic equation including 
the k-e turbulence modeling. Now the critical speed drops just 
below operating speed. Fortunately, the calculations show a 
logarithmic decrement value in excess of five indicating a stable 
motion. The second calculation of 1995 uses a full 4X4 matrix. 
Now the critical speed is above the operating speed still with 
a healthy decrement in excess of 4.0. 

Table 2 

Fig. 11 Critical speed calculation results based on improved modeling 
assumptions 

Mechanical Unbalance (G 2.5) 
Hydraulic Unbalance (<:« = .015) 
Vane Passing (*„ = 0.025) 
Rotating Stall, etc. (kn = .01) 

14.5 lb at I'Nfrequency 
74 lb at 1-N frequency 
1233 lb at Z-A' frequency 
49 lb at low frequency 
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Fig. 13 Liquid oxygen pump size comparison resulting from increased speed 

The second eigen mode shown is the inboard conical mode 
arising due to the coupling mass overhanging from the bearing. 
As this mode is unaffected by fluid effects, it remains at substan
tially the same frequency for all calculations. 

Modes 3, 4, and 5 are all higher order bending modes and they 
are affected by fluid modeling. From this analysis, it can be seen 
that the technology for computing critical speeds has become very 
complex and it will continue to remain so in the foreseeable future. 
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Fig. 14 Multistage feed pump witli magnetic bearings (from Hanson, 1996) 

Another development is this area is the calculation of re
sponse to excitation forces as it is now being understood that 
adequate separation margin between critical and operating fre
quencies may not assure a smooth running pump (Pace et al., 
1986). Therefore, much effort is being exerted for estimating 
the excitation forces, as will be discussed subsequently. 

A major problem today in this field is that, although accurate 
calculation techniques are available to solve the rotor dynamic 
equations, the coefficients themselves cannot be reliably pre
dicted. Large quantity of experimental and analytical data are 
available, but for practical applications, confidence is still lack
ing. This situation is particularly true for the hydrodynamic 
mass terms and for the volute/diffuser-impeller interaction co
efficients. 

In the absence of reliable predictive capabihty, once again 
the rotor dynamic model has to be caUbrated against test data. 
Such calibration can be done fairly easily for variable speed 
pumps or when critical speeds are captured on coast-down. 
(Speed dependent coefficients have to be included to deduce 
the critical speed under normal operating conditions). When 
such data cannot be obtained, direct modal analysis on the rotat
ing shaft becomes necessary. In this technique described in 
Marscher (1986), the running shaft is impacted with a cah-
brated hammer a very large number of times. By cumulative 
time averaging the responses, the shaft natural frequencies show 
up on the response spectrum. While this method is direct and 
reliable, it requires impacting a running shaft with a heavy 

hammer (approx. 12 lb) many times (in excess of 200 impacts). 
Although such an artificial excitation will not cause pump dam
age, it can damage the operator of the hammer! This method 
is therefore used only in cases where direct measurement is 
critical. 

Forces. As the critical speed issues in pumps were being 
understood, it became increasingly clear that the rotor dynamic 
performance was controlled by the magnitude of the exciting 
forces acting on the rotor. These forces occur naturally as the 
impeller rotates and adds energy to the fluid and are independent 
of the lateral motion of the shaft. This is in distinction to the 
forces generated in the clearances which are strongly motion-
dependent. The excitation forces occur at several frequencies 
predominant among these being the once per rev and vane 
passing. The effects of the Ix excitation are identical to those 
of a mechanical unbalance and hence the hydraulic source can
not be distinguished. 

The 1X force arises primarily as a result of asymmetry of 
the vane passages, which in turn is due to casting irregularities. 
Since direct measurement of the forces is difficult, a method has 
been developed to calculate it indirectly from a set of measured 
vibrations using an inverse transfer function method (Ver-
hoeven, 1988). Vibration characteristics were measured for a 
number of multi-stage pumps and the excitation forces were 
back calculated. As these pumps had all been balanced to the 
same fine grade of balance, the calculated forces were due to 

Fig. 15 Canned motor magnetic bearing process pump for tlie Petroleum Industry (from Hanson et al., 1992) 
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Fig. 16 Schematic of blood pump (from Olsen et al., 1996) 

hydraulic unbalance. The results shown in Fig. 12 are very 
surprising in that the magnitude varied by a factor of six or 
more although all of the impellers were made with the state-
of-the-art sand casting methods. 

It is instructive to compare the magnitude of the hydraulic 
unbalance force against mechanical unbalance. A simple calcu
lation for a typical high speed boiler feed pump is shown in 
Table 2. Here k^ is the hydraulic unbalance force nondimension-
alized through division by pump head, outlet diameter and 
width. 

Such results, which are not untypical (see Florjancic and Frei, 
1993), lead one to believe that very fine mechanical balance is 
futile when impellers are not made with great control over 
passageway uniformity. 

As mentioned before, hydraulic forces are manifested at other 
frequencies. Verhoeven (1988) contains results for forces at 
vane passing frequency, which is typically generated by the 
impeller wake interaction with the diffuser/volute leading edge, 

and at sub-synchronous frequencies, which arise due to rotating 
stall and other impeller recirculation phenomena. The results 
clearly show, as for the 1 X forces, a wide variation from one 
pump to the next. 

From the foregoing it is clear that hydraulic excitation forces 
are nearly impossible to predict accurately. But as the magni
tudes of the f'orces are significant, the pump designer has to 
adopt conservative strategies to minimize tlie effect of these 
forces. These include proper pump design in terms of impeller/ 
diffuser or volute clearances, shaft deflections, etc. Further, 
advanced technologies for impeller manufacture need to be 
looked into. 

In the near future, it is unlikely that prediction capability for 
hydraulic forces will significantly improve as the calculations 
require proper and accurate simulation of vane-to-vane asym
metries and the complex flow situation in the gaps surrounding 
the impeller. On the other hand, significant improvements in 
impeller quality can be expected through advances in manufac
turing technology. Direct machining of closed impellers from 
forgings are now possible. The vane passages in such impellers 
can be quite accurate and should have the potential to generate 
very low hydraulic unbalance forces. At this time, however, 
such impellers are significantly more expensive and it is hard 
to forecast wide spread use of this technique. Rapid prototyping 
techniques are also finding applications in pumps but mainly in 
the R&D arena as the materials are now primarily restricted to 
polymers, etc. Whether impellers in steel can be directly fabri
cated using advanced rapid prototyping methods remains to be 
seen. 

Pump Design 

Advances in the knowledge of rotor dynamics and cavitation 
behavior have led over the years to a steady increase in op
erating speed. Speed increases lead to a decrease in size and 
hence cost of the machine. When the design properly accounts 
for the speed effects, such machines can be built to provide the 
same degree of reliability as other slower speed pumps. Figure 
13 shows the comparative designs when speed is increased 

Fig. 17 IMagnetic drive process pump conforming to API 610 specifications 
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significantly. The pump shown on the right replaced the one 
shown on the left six years ago and has since provided excellent 
service. 

A factor that prevents wider application of high speeds is the 
cost associated with the variable frequency drive or gear box. 
Further, new reliability issues arise due to the addition of an
other component in the system. A further fundamental problem 
is that customers generally suspect that higher speeds will lead 
to lower mean time between replacements. Customers are also 
normally reluctant to depart from proven designs with an exten
sive user history list. AH these factors imply that operating 
speeds other than direct drive will be restricted to special situa
tions or when turbine drives are provided. 

An exciting innovation in the past few years has been the 
application of magnetic bearings to large pumps. Because these 
bearings eliminate tribological contact, they offer the potential 
of unlimited life. They also eliminate the conventional lube oil 
system, and associated oil contamination problems. Their ability 
to provide on-line information on shaft position and forces is 
also an advantage. One application for a large utility boiler 
feed pump is described in Hanson (1996). In this execution, 
operating efficiency is also improved because balance line leak
age loss is eliminated (Fig. 14). Another application for a large 
double suction refinery process pump uses a homopolar mag
netic field arrangement (Ashley, 1996). 

Magnetic bearings in conjunction with canned motors can 
offer zero leakage capability for overhung pumps. These are 
especially useful in refineries where strict emission controls are 
increasingly being enforced. The advantage of using magnetic 
bearings is that they are relatively immune to abrasive particles 
in the liquid or occasional dry running. These conditions nor
mally destroy conventional product lubricated bearings. A de
scription of a magnetic bearing equipped process pump can 
be found in Hanson and Imlach (1992). Figure 15 shows the 
schematic of this pump. 

While these applications have demonstrated that magnetic 
bearings can be applied for large utility and refinery pumps, the 
commercialization potential is largely unproven. At present, 
magnetic bearings are much more expensive than the bearings 
which they replace. Although the magnetic bearing cost can 
come down if they are purchased in quantity, the volume is not 
likely to increase unless the costs come down. Additionally, 
there is considerable user reluctance to adopt a completely new 
technology that would require extensive training of field person
nel to maintain equipment. So, the future for magnetic bearings 
in pump applications for the general utility and refinery industry 
does not look very bright. 

However, there are special niche applications where magnetic 
bearings become the essential enabling technology. One exam
ple is an innovative blood pump (Fig. 16, Olsen et al., 1996) 
that is totally suspended in magnetic bearings and rotated by a 
disk shaped brushless DC motor. Such projects are in the inno
vative stage and whether these become commercially successful 
remains to be seen. 

Zero leakage capability for API refinery process pumps can 
be achieved using magnetic drives. These drives are well known 
in the chemical process industry typically employing low horse
power units. For API applications, the liner that contains the 
process liquid has to be thick to hold the pressure. This causes 
such large eddy current losses that the application is often not 
feasible. A novel innovation for the liner (Smith and Oliver, 
1991), consisting of an outer metal shell with longitudinal slots 
and an inner shell made up of a number of hoops separated by 
non-conducting material, has been proposed for an API pump 
as shown in Fig. 17. Except for a few applications in Europe, 
such pumps have not obtained wide acceptance. The main rea
son is that mechanical seals have greatly improved in reliability 
and with tandem or gas mechanical seals, nearly zero atmo
spheric emission has been achieved. 

Conclusions 
The pump research and development efforts in the United 

States today are strongly driven by the perceived needs of the 
customer viz. cost and reliability. Because of this drive the R& 
D strategy in the US has changed significantly from the past. 
This is reflected in the focus on certain technology fields in 
which great progress has been accomplished. These include: 

(i.) Hydraulics: Prediction technology based on computerized 
fluid dynamics is poised to replace the previous "black 
book" empirical approaches. The drive is to produce 
pump designs which meet performance specifications 
with minimal trial and error and thus reduce pump cost. 
In cavitation, the approach is to provide advanced impeller 
designs which can guarantee long impeller life, 

(ii.) Vibrations: Diagnostic technology is now well advanced 
to quickly identify sources of problems and provide cost 
effective solutions. Rotor dynamic technology is now be
ing understood well enough to offer high speed designs 
which have the potential of reduced cost without sacrific
ing reliability, 

(iii.) Pump Design: Other than high speed applications, inno
vations have been made in magnetic drives and magnetic 
bearings for pumps. While these have demonstrated tech
nical suitability for the intended services, their commer
cial acceptability has not yet been proven. It appears that 
their near-term future will be in niche applications, 
where they become the enabling technology. 
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Pump Research and 
Development: Past, Present, 
and Future 
As in all areas relevant to the development and production of pumps the tasks the 
hydraulic engineer has to deal with have undergone a remarkable change in recent 
decades: from a more or less unrestricted design of components to design roles 
dictated by manufacturing techniques. These general trends are accompanied by 
developments related to changes of the market requirements. This is demonstrated 
for three particular pump types. The consequences of the demand to save energy— 
with all the different aspects—are described for the example of heating circulation 
pumps. The still growing environmental awareness is a challenge for an enlargement 
of the presently valid operation limits of sealless pumps and for the development of 
intelligent monitoring systems. It is demonstrated that the developments in the field 
of boiler feed pumps are closely related to the growing unit sizes. Availability and 
reliability, and as far as very large pumps are concerned the efficiency, have always 
been and still are the dominant criteria. 

General Research and Development Trends 

Over the last 25 years, all areas of relevance to the develop
ment and production of centrifugal pumps have undergone fun
damental changes which is of course only realized by those 
who have worked in the same field over a long period of time. 
These changes will be illustrated in the following by the exam
ple of research and development in the field of fluid dynamics. 
They become obvious: 

0 in the objectives and hence the research focuses 
0 in the approaches to problem solving and in the last couple 

of years 
0 in an intensified cooperation with external organizations, 

especially universities 
0 in the concentration on projects evaluated according to the 

cost-benefit principle only 

When talking about changing research focuses here, it is not 
only the change inherent in all technical progress and develop
ment of new products. It must be realized that irrespective of 
the product and its field of application, production technology 
has influenced fluid dynamics research to such an extent that it 
is now heading into a completely different direction. 

In the early 1960s, the main concern was to create fundamen
tals which allowed the engineer to achieve optimum efficiency, 
stable characteristic curves, and a good suction behavior. The 
complexity of the geometric forms developed in the process 
was hardly ever discussed since the machines were mostly man
ufactured from cast components and aspects of component cas-
tabihty were neglected. From the beginning of centrifugal pump 
engineering to the 1970s, the focus was on what the theory of 
turbomachinery describes as the ' 'primary task of turbomachin-
ery design," namely: 

Given are the operating data, and needed are: 

- the geometry of the rotor (impeller) 
- the geometry of the stater (casing) 
- the optimum speed or the possible speed ranges 
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which will yield maximum efficiency and operating reliability 
within the required operating range. 

Although the goals—such as maximum efficiency—are still 
the same, the problem definition has changed in so far as the 
researchers question is no longer: how can we find the best of 
all possible designs (not considering any manufacturing as
pects) but: how can we design the hydraulic contours to meet 
the requirements of modern, low-cost manufacturing methods 
(forging, milling, bending, moulding), that is, in general, how 
can we simplify them without causing an impermissible deterio
ration of the desired characteristics. 

This highlights the significance of the "second task of turbo-
machinery design," namely: 

Given are: 

- the possible geometric forms of rotor and stator (for example 
as defined by the optimal manufacturing process) 

- the possible speeds 
- the operating behavior and operating range 
- the fluid and its characteristics 

Needed are: 

- the head and 
- the flow rate 

which can be achieved with an optimum efficiency while 
satisfying the requirements regarding 

- the operating range and operating behavior 

The fluid engineer had therefore to acquire a thorough knowl
edge of the possibilities provided by the production methods 
and he was faced with the fact that the parameters required for 
the design of these geometries were out of the range of his 
experience. At this time, mainly empirical approaches were used 
for the design of pumps, i.e., Euler's simple turbine theory 
improved and adapted to experimental results by so-called ' 'co
efficients of experience." 

With the development of computers and the improvement of 
CFD-codes, tools became available which could help to replace 
experimental experience by a purely theoretical analysis—at 
least to some extent. Nevertheless, since all theory must stand 
the test of practice, practical experience gathered very systemat
ically and thoroughly will continue to be of great value as a 
caUbration standard. It will still be some time before theoretical 
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methods are reliable enough to make most experiments obsolete, 
but the trend is already discernible and for cost reasons also 
desired. 

As far as the research topics are concerned, from the very 
beginning of the period under review they have been determined 
by the product requirements. However, there was always ade
quate scope for fundamental research work not directly related 
to the products, which, as experience shows, pays in the long 
run. In addition, there was sufficient room for checking and 
verifying concepts for the next pump generation and the genera
tion after that. Nowadays we often do not find this, since today 
projects are evaluated according to the cost-benefit principle 
only. In other words, our fast-moving times also produce short-
term research approaches. 

In the wake of increasing energy awareness, research focuses 
once more on improving efficiency. While in the past improve
ments were counted in percentage points, targets are now set 
to tenths of a percent. Indispensable prerequisites for achieving 
these targets are the use of all the modern theoretical and experi
mental tools available. 

Since industrial research departments usually concentrate on 
the essentials, they often cannot cope with the variety of meth
ods applied and questions to be treated. This is why fundamental 
research work is increasingly carried out in cooperation with 
external organizations. It goes without saying that companies 
must nonetheless retain the relevant technical competence to 
translate the research findings into practice. 

In addition to these basic changes, specific progress, of 
course, has been made in all fields of pump engineering. The 
following illustrates this progress by three typical examples. 

Heating Circulation Pumps 
At present, approximately 15 million circulation pumps 

are being manufactured in Europe annually, about j of which 
(i.e., 5 million) are fitted in new installations. Assuming a 
rather low power consumption of 60 W per pump, this leads 
to an additional power of 300 MW per year. Whoever has 
such a small pump fitted in the heating system of his house 
will most likely not be aware of this fact. Whether the pump 
input power is 60 or 70 W will probably make no difference 
to him, since this accounts for less than 1 cent per day on 
average. Everybody is interested only in the pump price, 

which is therefore, as ever, a very important factor of success 
for the manufacturer. 

The incentive for developing energy-saving circulation 
pumps does not originate from customer demands but from 
overall economic considerations. These insights resulted in a 
recently published study conducted by the Swiss Federal Energy 
Agency in the framework of its "Electricity" research pro
gramme (Nipkow et al., 1994). The study revealed that the 
efficiency of the circulator pumps currently available on the 
market could still be significantly increased and called for a 
sort of required minimum efficiency. Thus, "saving energy" 
will be one of the major development goals in the future as it 
was in the past. However, the term ' 'energy saving'' has several 
aspects. 

Internal Pump Efficiency. The study mentioned above 
shows that some, but by far not all, of the pumps under investi
gation achieved fairly good efficiency in comparison with the 
efficiency attainable according to Anderson (1975). The ques
tion is, however, if this is really the standard to be applied 
today. Of course this calls for the trivial task of adjusting the 
unfavorable hydraulics to the level of the better ones. But the 
use of supersynchronous speeds offers, in addition, a broad 
range of possibilities. If it is possible to cover all design points 
with «^ = 45 -̂ - 55, {Ns = 2300 to 2800 or 5L, = 0.84 to 
1.03), it will mean a great step forward. 

Motor Efficiency. Another issue the above study treated at 
length is motor efficiency. For various reasons, conventional 
asynchronous motors with low power output, exhibit low effi
ciency, which in combination with pump efficiency might result 
in wire-to-water efficiencies of only a few percent. By contrast, 
electronically controlled motors with permanent magnet rotors 
have an efficiency T] of up to 80 percent. If combined with 
improved hydraulics (see above), this could easily lead to an 
overall efficiency which corresponds to less than the half of the 
required energy. This is illustrated in Fig. 1 (Nipkow et al., 
1994). 

Matching the Pump to the Operating Points. Typical 
operating points of a complex heating system are shown in 
Fig. 2. It is plain to see that they look like the points of the 
resistance curve of a system with a high static component. 
At g < Gmax and with constant need, the power loss caused 

Hp (n=const) 

System i'eslstance curve 

Design point: Q 

Part load: + O <i> A 

Flow rate 

Fig. 2 Typical operation points In a heating network 
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by throttle control is Q (Hp - HA)/T]. A first step toward 
energy saving was speed control in accordance with Ap = 
const, i.e., the pump is controlled via sensors so as to deliver 
identical discharge pressures irrespective of the flow rate. 
Today, advanced integrated power electronics offer new con
trol options: provided a defined electrical signal value can be 
attributed to each operating point, it is possible not only to 
keep Ap = const but also to match the H/Q data to the 
requirement and thus to avoid the losses completely. 

Optimization of the Piping Networlc. Again and again 
larger pumps than originally planned must be retrofitted into 
heating systems, because the supply to some of the consumer 
installations proves to be insufficient. This in turn entails throt
tling of consumer installations then supplied with excessive 
water. 

A project funded by the German government dealt with the 
development of a practical and not too complex method for 
analyzing existing plants (Bach et al., 1989). Application of 
this new method in installed plants corroborated the assumption 
that in many cases heating system layouts are not optimal, which 
causes an enormous waste of energy. 

In one case in which optimization of the existing plant by 
simple installation of appropriate throttling devices at the cor
rect points within the system brought the total pump input power 
down from 4 KW to 0.4 KW. In another case, the same proce
dure resulted in a reduction from 170 KW to 37 KW. Similar 
amounts of energy cannot be saved by any other measures, 
which means that in the future great significance must be 
attached to correct system layout. 

Costs. In addition to energy consumption, manufacturing 
costs, and thus the pump price, have been and will always be 
an important criterion. The European circulator pump market 
is dominated by two manufacturers (Grundfos and Wilo), and 
success largely depends on the product prices. The conse
quences derived from this fact, namely 

• optimized design 
• lightweight construction 
• high performance -> small pump, high speed 
• low-price materials 
• optimized manufacturing processes 
• optimized production methods 
• etc. 

are well-known and do not only apply to circulation pumps. 

Sealless Pumps 

In the late 1970s, I. Karassik predicted that sealless pumps 
would gain importance in the years to come, and he was right. 

Increasing environmental awareness in the last couple of 
years and pertinent anti-pollution regulations contributed to
ward a drastic limitation of permissible pollutant emission. Such 
regulations can only be adhered to with difficulty, if at all, 
when using pumps with mechanical seals. As a consequence, 
hermetically sealed pumps are used for critical applications such 
as: 

- transport of media detrimental to health 
- transport of media involving a risk of fire or explosion 
- recirculation under vacuum or high pressure conditions 
- handling media at extremely low or high temperatures 
- handling media in pharmaceutical or bioengineering applica

tions 

There are two types of hermetically sealed pumps: canned 
motor pumps and mag-drive pumps. Only the former will be 
discussed in this paper. 

The Swiss Benjamin Graminger invented the canned motor 
as early as 1914, but it was not before the 1930s, when for the 

first time austenitic steels were used for the can, that this type 
started to become a true alternative to conventional designs. 
The next important step forward was the development of a 
pump for the nuclear submarine Nautilus by the Philadelphia-
based Chempump Corporation in 1948. European manufactur
ers started their own developments in the 1950s and 1960s. 
Real progress was only made, however, when motors with 
higher rating could be built and the admissible operation temper
ature and pressure ranges could be increased. 
Today, the limits are approximately the following: 

P < 250 kW 

-120°C s f < 450°C 

Psyst =s 1200 bar 

While the pump efficiency is as a rule similar to that of other 
pump types, the efficiency of canned motors is significantly, 
i.e., 10 to 15 percentage points, lower than standard motor 
efficiency. So far, this fact has been of minor importance, since 
safety is the vital aspect in canned motor pump applications. 
The possible future use of cans made from plastics holds a 
considerable energy savings potential. 

A comparison of canned motor and standard motor pump 
prices reveals that canned motor pumps, particularly in cast iron 
design, are more expensive. According to the statistics of a 
large German chemical company, however, canned motor 
pumps require around one third less repair work than pumps 
fitted with mechanical seals. They are obviously more reliable 
and their life cycle costs are lower, which in many cases more 
than compensates for the higher price. 

As a result of more and more stringent anti-pollution regu
lations, engineers must concentrate their efforts on leak-free 
pumps. In the future, this pump type will have to meet ever 
more exacting demands in terms of increased performance 
and a broader application range. The development of new 
materials, especially for plain bearings, will open up new 
chances and opportunities regarding improved wear resis
tance and dry-running features, as well as reliability in gen
eral. For the transport of fluids having no or just minimum 
lubricating characteristics, canned motor pumps fitted with 
active magnetic bearings are an excellent choice and have 
already been used in one or the other application. The rela
tively high price is however still a prohibitive factor as to 
universal use of such magnetic bearings. 

As the efficiency of chemical plants is being more and 
more improved, monitoring of hermetically sealed pumps 
will gain importance. On-site monitoring of the flow rate, 
pressure and power input is already quite common today. In 
the case of canned motor pumps, the liquid level within the 
motor and the temperature are monitored in addition. Critical 
applications might require additional vibration and/or shaft 
position measurements. It will be only a matter of time until 
these different monitoring systems will be replaced by one 
single intelligent diagnostic system permitting early recogni
tion of pump failures. 

Boiler Feed Pumps 
As illustrated in Fig. 3, the further development of boiler 

feed pumps was—and still is—determined by the fact that the 
boiler capacity and the output of individual units have become 
larger over the years. 

In the mid-1950s, the increasing unit output also brought 
a change in the feed water treatment, thereby improving the 
conditions for steam generators and turbines but at the same 
time increasing the corrosion risk for boiler feed pumps. With 
impellers and diffusers being already made of high-alloy cast 
chrome steel, it became necessary now to manufacture other 
components from high-alloy materials as well, which had a 
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detrimental effect on the anti-seizure behavior, however. The 
result of a large-scale research project was a corrosion-resistant 
special alloy with improved anti-seizure properties as well as 
the insight that it was impossible to achieve the favorable prop
erties of the previously used low-alloy materials again. A 
change in design compensated for this disadvantage. With a 
large number of stages, the casing was matched to the rotor's 
deflection curve and the sealing gap was provided with a groove 
profile. 

In the early 1960s, unit outputs increased up to 150 MW, 
and for the first time, stage pressures up to 65 bar were 
reached. Meanwhile, drive technology enabled speed levels 
up to a max. of 6000 rpm, which allowed the use of high 
specific speed hydraulics. This way, even with a small number 
of stages and increased internal clearances, high efficiencies 
could be reached. 

Larger pump sizes and higher speeds made for a considerable 
energy concentration. The stage pressure rose by up to 2.5 
times, causing increased hydraulic forces and hence axial thrust 
balancing and vibration stability problems. These issues trig
gered thorough investigations regarding the build-up and bal
ancing of radial and axial forces. 

Thus the development of boiler feed pumps in ring-section 
design had reached a high level of perfection in the 1960s and 
made possible the design of pumps for further increases in 
output. In the late 1960s, unit outputs reached 300 MW. In 
principle, these application requirements could be met by the 
ring-section pump concept. However, in view of possible further 
increases in output the barrel casing design was also discussed 
with European consultants. At that time, this type was the stan
dard design in the U.S. As a result, both pump types were used 
from then on, with barrel casing pumps being preferred when 
high-output machines were concerned. In the case of low-output 
pumps the ring-section design still predominated for price rea
sons. 

At the beginning of the 1970s, the first 600 MW plants 
were built. Since long-term practical experience with the use 
of pumps in 300 MW plants could not be drawn upon in 
Germany, barrel casing pumps, were the exclusive choice 
for power plants of this size. Although commissioning was 
usually effected without problems, after about one year of 
operation the first-stage impellers showed unexpectedly 
heavy cavitation erosion. The reason was the high velocity 
level resulting from the pump size. Until then, the commonly 
used method for determining the required suction head had 
failed. In order to avoid damage, a new generation of impel

lers was developed for the first stage. A number of papers 
describing the different steps of the development have been 
published (e.g., Hergt, 1991). 

The 1980s and 1990s saw just a minor increase in outputs 
(from 600 to 700 to 800 MW) with pump power consump
tions rising up to 30 MW. Meanwhile, the pumps had become 
very large so that the analysis of the temperature-induced 
deformations became important. Before start-up and after 
shutdown, temperature layers occur in the pump resulting in 
temperature-induced deformations. As a result, the casing 
becomes distorted so that the rotor is at risk of rubbing against 
the casing. The use of honeycomb joint rings enabled the 
rotor to run without contact again with no loss of efficiency, 
as well as with reduced vibrations. In small and medium-
sized pumps, honeycomb sealing rings even make for an 
increase in efficiency. But top efficiency could also be 
achieved in large pumps by additional hydraulic and design 
improvements. 

Among the different boiler plant developers, a certain degree 
of standardization can be observed as far as the small and me
dium sized boilers are concerned. The feed pumps for these 
applications are available, but that does not mean there is no 
need for further development. Future research and development 
will focus on the following points: 

• Increasing the overall efficiency of boiler feed pumps 
• Further improvement of the suction impellers in order to 

avoid the need for booster pumps, or to allow the feed 
water tank to be installed at a lower level and, conse
quently, reduce the cost of piping and elevated steel struc
tures 

• Design of pumps without auxiliary systems which reduces 
the cost of monitoring, which includes, mechanical seals 
without cooling water circuits and water-lubricated bear
ings, among others 

• Lowering production costs and at the same time improv
ing product quality 

• Prolonging maintenance intervals so they coincide with 
planned boiler inspections 

• Shortening delivery times 

The pumps designed for the large coal-fired power stations 
of the future will have to meet a different set of requirements. 
From the literature and several meetings with a number of 
end users, it can be concluded that, at least in Germany, 
power stations with a unit output of 900 MW will be built 
in the near future. And 1200 MW are by no means impossible. 
From today's perspective, this prospect calls for the develop
ment of new turbines and generators or twin turbines. Stain
less steel still remains the material used for boilers, although 
heat-resistant austenitic steels will definitely be tested in the 
future. 

The new stainless steels used for turbines are suitable for 
inlet temperatures of 600°C and inlet pressures of up to 300 
bar, which means that the total heads of boiler feed pumps 
will increase once more and that the flow rates will increase 
considerably. 

From our current experience with boiler feed pumps in
stalled in 700 MW units, only 100 percent full load pumps 
are used, with one, or at the most two, considerably smaller 
starting pumps. The driving turbines will have a speed of 
between 5000 and 6000 rpm. Speeds higher than 6000 rpm 
are not expected because of economical reasons as discussed 
by Hergt et al. (1990). In terms of the pumps, this means 
that (Schill, 1995): 

• The efficiency of the double-entry boosters will have to 
reach 88 percent 

• The hydraulic systems of the main pumps have to be 
optimized in terms of efficiency 
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Fig. 4 Boiler feed pump with magnetic bearings 

The end volute downstream of the last stage is a must 
Cellular profile casing wear rings will be a standard fea
ture 
Research will concentrate on improving the cavitation 
behavior, the interaction between impeller and diffuser, 
and on the pressure distribution in the impeller side gaps. 
The targets are stable characteristics without even the 
smallest instabilities as well as the accurate prediction of 
the axial thrust 
In view of the high power density of up to 8000 kW per 
stage and the required geometrical accuracy combined 
with physically smooth surfaces, impellers and diffusers 
will be made more and more often of forged materials. 
The channels will be pre-turned, milled, and drilled on 
numerically controlled machining centers and the final 
tuning will be done by EDM. 
Today's impeller materials—stainless steels—will possi
bly be replaced, e.g., by titanium 
Gas seals may eventually take the place of today's shaft 
seals 
The oil-lubricated radial and axial bearings will probably 
be replaced by active magnetic bearings at some point. A 
prerequisite for this is that the widely criticized balance 
disk experiences a renaissance. By a change of bearings 
alone, it is possible to improve the efficiency by 0.8 per
cent. What a pump like this looks like, is shown in Fig. 
4 (depicted with a double piston). 

Future Prospects in General 

Questions such as: what basic features do end users expect 
of their pumps in future? are of course of interest in addition 
to the general and special trends described above. This is why 

Supersynchronous RPM 
Pressure surge 
Recycling ability 
Suction ability 

Control range 
Noise emission 
Prize 
Emission free 
Efficiency 

Reliability 
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the German Association of Pump Manufacturers commissioned 
a Delphi study consisting of 21 questions. One of the most 
interesting questions concerned the importance of the pump 
characteristics listed below: 

Energy consumption 
Reliability, availability 
Control range, controllability 
Price 
Recyclability 

Suction behavior 
Zero leakage 
Sound emission 
Pulsations 
Supersynchronous speeds 

1 2 3 4 5 6 7 6 

Fig. 5 Importance of pump characteristics 

The answers of 40 end users, consultants, institutes, etc. cov
ered by the survey resulted in the ranking illustrated in Fig. 5. 
The fact that the price ranks fourth must not be misinterpreted 
to mean that it is of minor importance. The following conclusion 
can be drawn however: it seems that the customer is willing to 
pay a higher price for a highly rehable pump with good effi
ciency. This is already common knowledge as far as high-per
forming pumps are concerned. But the fact that also relatively 
small machines are increasingly evaluated in terms of their 
so-called life cycle costs, i.e., purchase costs, operating costs, 
maintenance costs, downtime costs, etc. is an indication as to 
which product features the manufacturer must optimize. A dif
ficult situation arises only if the end user, whose main concern 
is life cycle costs, and the consultant, who is exclusively judged 
by the investments required, are not identical. 

The high ranking of the zero leakage feature corroborates the 
well-known trend toward hermetically sealed pumps in process 
engineering applications. 

A number of comments emphasized the ever-increasing im
portance of sound emission characteristics. 

One problem not directly covered by the study but touched 
upon by comments on other questions and discussed at length 
in workshops at the 1996 Pump Conference in Karlsruhe was 
the frequent lack of communication between manufacturer 
and user. There was widespread agreement that in many cases 
the optimum solution to pumping duties cannot be found 
because on the one hand, the manufacturer receives incom
plete specifications and on the other hand, the user is not 
sufficiently familiar with the physical characteristics and lim
its of pumps. 

So in the future, the manufacturer must think in terms of 
"providing solutions" rather than "selUng products." If this 
is true and if the pump features described above are to be 
optimized, computer simulation will gain importance in the 
future. Reliable computation methods are indispensable for 
finding out how a pump interacts with a system. The same 
applies to the question of reliability. Critical phenomena like 
abrasion, cavitation, transient stress on components or flow 
processes in seal chambers cannot be economically controlled 

252 / Vol. 121, JUNE 1999 Transactions of the ASME 

Downloaded 03 Jun 2010 to 171.66.16.147. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



by merely conducting experiments, although what has been References 
said earlier holds true here also: in the long run, practical Nipkow, L. et ai., 1994, Kiein-Umwalzpumpe mit hohem Wirkungsgrad, 
e x p e r i e n c e w i l l c o n t i n u e to b e the ' ' ca l ibrat ion s tandard ' ' for Forschungsprogramm Elektrizitat, ENET-Nr. 5107700-2, Bundesamt fur Energie-
theoretical findings. wirtsciiaft/Bern. 

Anderson, H.H., 1995, "The Economic Aspect of Pump Efficiency," Pumps 
for Progress, 4th Techn. Conf. of the BPMA, Durham, 9-10, Apr. 

Bach, H. et al., 1989, "Rechnergesttitzte Analyse and hydraulischer Abgleich 
Acknowledgments von Rohmetzen angewandt auf die Betriebsoptimierung der Pumpe," BMIT-

Proj.-Nr. 0338163B. 
T h e author w i s h e s to thank Mr. SchmalfuB from W I L O C o m - Hergt, p., 1991, "Design Approach for Feed Pump Suction impellers" Power 

pany, Mr. Kramer from Hermetic Pumps, and Mr. Schill from P'C" /""'"P* Symposium. Tampa. 
KSB AG for their support in getting the relevant data and their , ^^'s': ^- ^' f- f^'°' "^''""^ "^ ^°''^^' ^^^"^ P"™P Development," IAHR-

.. ,, . ° ° . , . , 1 . Symposium, Belgrade, 
readiness to answer all quest ions concerning history and techni- SchiU, J., 1995, "The State of the Art and the Future Development of Boiler 
cal trends in the future. Feed Pumps," 2nd Intern. Conf. on Pumps and Fans, Tsinghua Univ., Beijing. 

(Contents continued) 

365 Theoretical Modeling of Central Air-Jet Pump Performance for Pneumatic Transportation of 
Bulk Solids 

D. Wang and P. W. Wypych 

373 Jets in a Crossflow: Effects of Geometry and Blowing Ratio 
M. J. FIndlay, M. Salcudean, and I. S. Gartshore 

379 Unstable Asymmetric Modes of a Liquid Jet 
S. X. Shi, D. G. Xi, J. R. Qin, N. Liu, and G. C. Shu 

384 Near Surface Characterization of an Impinging Elliptic Jet Array 
Simona C. Arjocu and James A. Liburdy 

391 Energy Concentrated and Self-Resonating Mini-Extended Jet Nozzle Used for Jet Drilling 
B. J. Sun and D. C. Yan 

396 Investigations of 3D Turbulent Flow Inside and Around a Water-Jet Intake Duct Under 
Different Operating Conditions 

Pelxin Hu and Mehrdad Zangeneh 

405 Experimental Investigations of Steady Flow in a Tube with Circumferential Wall Cavity 
Krzysztof Cleslicki and Anna Lasowska 

410 Flow Measurements in a Fishtail Diffuser With Strong Curvature 
M. I. Yaras 

418 Singularity Detection in Experimental Data by Means of Wavelet Transform 
F. Morency and J. Lemay 

422 Fluid Motion in Ultrasonic Flowmeter Cavities 
Tore Leiand, Lars R. Sastran, Robert Olsen, Inge R. Gran, and Reidar Sakariassen 

427 A Macroscopic Turbulence Model for Flow in a Porous Medium 
A. Nakayama and F. Kuwahara 

434 High-Lift Optimization Design Using Neural Networks on a Multi-Element Airfoil 
Roxana M. Greenman and Karlin R. Roth 

441 Comparison of Flying-Hot-Wire and Stationary-Hot-Wire Measurements of Flow Over a 
Backward-Facing Step 

0. O. Badran and H. H. Bruun 

446 A Multiple Disk Probe for Inexpensive and Robust Velocimetry 
Sheldon I. Green and Steven N. Rogak 

450 Multistage Simulation by an Adaptive Finite Element Approach Using Structured Grids 
M. Sleiman, A. Tarn, M. P. Robichaud, M. F. Peeters, and W. G. Habashi 

460 Numerical Study of Vortex Shedding From a Circular Cylinder in Linear Shear Flow 
A. Mukhopadhyay, P. Venugopal, and S, P. Vanka 

469 Biologically-Inspired Bodies Under Surface Waves—Part 1: Load Measurements 
Promode R. Bandyopadhyay, William H. Nedderman, and James L. Dick 

479 Biologically-Inspired Bodies Under Surface Waves—Part 2: Theoretical Control of 
Maneuvering 

Promode R. Bandyopadhyay, Sahjendra N. Singh, and Francis Chockalingam 

488 Laminar Flow of a Nonlinear Viscoplastic Fluid Through an Axisymmetric Sudden Expansion 
Khaled J. Hammad, M. Volkan OtQgen, George C. Vradis, and Engin B. Arik 

496 Experimental Analysis of Bubble Shapes During Condensation In Miscible and Immiscible 
Liquids 

Halm Kalman and Amos Ullmann 
(Contents continued on p. 258) 

Journal Of Fluids Engineering JUNE 1999, Vol. 121 / 253 

Downloaded 03 Jun 2010 to 171.66.16.147. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Hideo Ohashi 
President, 

Kogakuin University, 
Tokyo 163-8677, Japan 

Yoshinobu Tsujimoto 
Professor, 

Engineering Science, Osal(a University, 
Toyonaka, Osaka 560-8531, Japan 

e-maii: tsujimoto@me.osaka-u.ac.ip 

Pump Research and 
Development: Past, Present, and 
Future—Japanese Perspective 
The evolution of pump research and production in Japan after 1955 is surveyed. The 
post-war period has been divided into three stages of development with unique social 
and industrial characteristics: expansion, conversion, and globalization. The growth 
of pump production in sales amount and quantity is shown for various types of pumps. 
The post-war direct and indirect research on pumps is classified into eight groups 
of topics and their past trends are analyzed. These changes are correlated with the 
characteristics of the corresponding background stage. The.ie analyses with the past 
suggest new trends of research for pumps of tomorrow. 

Introduction 

Pumps are an industrial product which meets the most basic 
needs of humanity. They supply city water for daily life; they 
feed water to boilers for power generation; and they circulate 
fluids in every kind of liquid-handling system including human 
bodies. Because of this, the production and development of 
pumps have been strongly influenced by society and industry. 
The present paper attempts to show how the characteristics of 
pump research and development can be explained in terms of 
the needs of society and industry in each respective age. 

In order to crystallize the characteristics of society and indus
try, the present paper divides the post-war development of Japan 
into three stages with unique social and industrial characteris
tics, that is, the Stage of Expansion (1955-1973), The Stage 
of Conversion (1973-1991), and the Stage of Globalization 
(1991-present). 

The growth of pump production in sales amount and quantity 
is analyzed for various types of pumps based on the annual 
industrial statistics (The Japan Association of Industrial Ma
chinery 1995-1996). The post-war research on pumps, both 
with direct and indirect concern, is classified into eight groups 
of topics and their past trends are analyzed. These changes are 
correlated with the characteristics of the background stage. 

The last stage started in 1991, at the beginning of the last 
decade of the 20th century. A paradigm shift of pump research 
and development may be required in the years to come. The 
shift of value can be described in simple wording a s ' 'from pre
delivery to post-delivery." 

Change of Background—Three Stages of Social and 
Industrial Development 

The social, political, economic, and industrial development 
of post-war Japan can be classified into three stages with unique 
characteristics (Ohashi, 1996). Following are the descriptions 
of each stage. 

The First Stage: Period of Expansion, 1955-1973 (18 
years). Ten years (1945-55) were needed to overcome the 
post-war chaos caused by the surrender and occupation. In 1955, 
the Liberal Democratic Party gained political control and con
tinued to hold the government until recently. This political sta
bility allowed a consistent policy necessary for farsighted devel-
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opment of the society and industry. The government started 
"Double the Income Initiative" to accelerate economic devel
opment and the domestic market grew accordingly. 

Heavy industries, such as steel, petrochemical, synthetic fiber, 
ship building, automobiles, and heavy electric machinery; and 
infrastructure industries, such as power generation and construc
tion, took the leadership in expansion. Exports increased rapidly 
and the international trade balance turned from deficit to surplus 
in spite of huge imports of oil and raw material. 

As industries started to expand rapidly, the shortage of engi
neers became an urgent issue. The plea of industry leaders for 
more engineers evoked a national consensus and the govern
ment launched plans to quadruple the number of graduate engi
neers. This expansion in quantity had its peak around 1965 and 
the target was reached by the end of this expansion stage. 

The influence of industrial waste on the pollution of the local 
environment gathered little attention until the end of sixties. 
This ignorance caused many severe and tragic consequences 
such as the Minamata-syndrome (pollution by organic mercury) 
in the decades to follow. 

Tlie Second Stage: Period of Conversion, 1973-1991 
(18 years). The first oil crisis in 1973 terminated the expan
sion story of the first stage. Industries found that they thrived 
mainly by consuming huge amounts of oil and raw material. 
They were forced to reform themselves to be less dependent on 
the supply of energy and material. Conversion from "Heavy-
Thick-Long-Large" to "Light-Thin-Short-Small" became a 
typical slogan of Japanese industries. 

The information age started about this period with accelerated 
proliferation of computer and communication technologies. 
Products featuring the application of micro-electronics and pre
cision-manufacturing, such as VCRs, DRAMs, and LCDs, be
came the front running exports, replacing previous heavy prod
ucts such as steel and ships. Industries achieved this conversion 
far quicker than anticipated and regained competitiveness in the 
world market. 

In the latter half of this stage, the GNP grew rapidly again, 
and Japan became the no. 2 economic power with a huge trade 
surplus. A booming economy and surplus money triggered an 
overheated investment rush on stocks and lands, leading to a 
spree called a bubbly economy. The bubbles started to burst in 
1991, and the second stage terminated. History may explain 
that the essential and hidden cause of this collapse was the 
ending of the cold war. 

The Third Stage: Period of Globalization, 1991-?. 
The end of the cold war relieved mankind of the nightmare of 
nuclear massacre and lowered the barriers between nations. It 
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triggered the start of a borderless age. This new situation initi
ated, on the other hand, a war of a different nature, namely, 
competition of industries on a global scale. Leaders of every 
nation are now clearly aware that science and technology are 
the key factors for maintaining competitiveness and sound de
velopment of industries, thus ensuring employment and a grow
ing standard of living. Every industrialized nation started to 
enhance "Strategic Research" with the determined object of 
maintaining leadership in industrial development. 

In the age of globalization just started, Japanese industries 
are facing many difficulties: high costs of products owing to 
the over-evaluation of currency, shift of production plants 
abroad, over-capacities of domestic industries caused by pro
duction moving abroad ('hollowing'), change of the Japanese 
style management, decrease in the size of the young generation 
and so on. 

The most competitive of Japanese industries have been mass 
production technologies of standardized products such as auto
mobiles and electronic devices. These technologies can be trans
ferred abroad together with transplanted production facilities. 
Industries urgently need new products which replace obsolete 
products and fill the large hollows of domestic factories. The 
fate of many Japanese industries depends on whether they are 
capable of replacing their mainstream products from traditional 
to globally competitive ones. 

The industrial development of newcomer nations such as 
China and southeast Asian countries, is accelerating the con
sumption of energy and material at an enormous rate. The con
sequence will be the shortage of natural resources on a global 
scale and an ever worsening influence on the environment. 

At the very start of the present stage in 1992, the Earth 
Summit in Rio de Janeiro (UN Conference on Environment and 
Development) declared that the environment is a global issue. 
Discharge of carbon dioxide or CFC gas at a location induces 
the greenhouse effect or depletion of ozone over the entire 
globe. The largest value and target of industrial development 
in the present stage lie in the key words "Sustainable Develop
ment." 

Growth of Pump Production 
The Japan Association of Industrial Machinery publishes an

nual statistics on the domestic production of industrial machin
ery of various kinds (The Japan Association of Industrial Ma
chinery 1995-1996). The following data are taken and pro
cessed from these sources. 

Figure 1 indicates how the annual sales of pumps in yen have 
increased since 1955, the start of the first stage. The sales 

Fig. 1 Annual production of pumps In sales amount 
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amount is further divided into three categories according to the 
nature of clients, that is, export, the public sector, and the private 
sector. The clients of the public sector are the government and 
local authorities, and the pumps in this category are mainly for 
public infrastructure such as irrigation, drainage, water supply, 
sewage, dredging, water desalination, and so on. Pumps for the 
private sector include those for power plants, chemical and 
petrochemical plants, industrial facilities like steel works, ships, 
mining, buildings and miscellaneous purposes. Small in size, 
but huge in number, pumps installed in automobile engines, 
electric appliances, house heating and cooling devices, etc., are 
excluded from the present statistics. 

As seen from the figure, the sales amount on a linear scale 
has been increasing remarkably (divide by 120 for a rough 
conversion to U.S. dollars). However, if we see this figure on 
a logarithmic scale, that is, in terms of growth rate, the situation 
seems quite different. The sales amount increased 15.3 times 
during the first Stage with an annual growth rate of 16.4 percent. 
This was indeed a period of expansion. The growth rate of the 
Gross National Product (GNP) during the same period was 12.5 
percent, namely 4 percent less than that of pump production. 
This fact indicates that pumps used to be the forerunner of 
industrial expansion, since they are an indispensable element 
of investment in plants and facilities. 

This situation changed in the second stage. The sales amount 
increased three times during stage 2 with an annual growth 
rate of 5.8 percent during the same 18 years. This change was 
triggered, of course, by the oil crises which urged the industrial 
conversion as described above. The annual growth rate dropped 
to 2.9 percent between 1975 and 1988, and the rate was far 
lower than that of GNP (7.5 percent), of the same period. 
Pumps proved to be the forerunner of industrial trends also in 
this case, but in a negative sense. 

In the last few years of the second stage (1988-1991), the 
growth rate of pump production recovered to 7.3 percent and 
exceeded again the GNP growth, 5.7 percent, considerably. This 
fact indicates that Japanese industries had overcome the after
math of the oil crises and recovered confidence for investing in 
the future. If we scrutinize the production of pumps during the 
second Stage by client categories, it is found that the growth 
rate of pumps for the private sector was 1 percent lower than 
the average, while the rate for the public sector 1 percent higher. 
This difference was due to the political decision of the govern
ment to increase the budget for social infrastructure as the means 
of stimulation for the stagnating national economy. Exports 
increased six times in sales amount during this period. However, 
the conversion rate of currency fluctuated so drastically, from 
360 yen/$ to 80 and again to 120 at present, that it is difficult 
to find any meaningful trends. 

The outlook for the third stage is still opaque. The growth 
of pump production parallel to the GNP may be fundamental 
as the rule of thumb for such basic products as pumps. 

Figure 2 indicates the annual production of pumps in number 
of units on a logarithmic scale. Besides the total number of 
pumps produced, the number of centrifugal pumps (single and 
multi-stage), of axial and mixed flow pumps, of rotary and 
reciprocating pumps (including regenerative pumps), of sub
merged-motor pumps, and of non-corrosive pumps (stainless 
pumps) are shown respectively. Centrifugal pumps kept the 
majority as easily imagined. A rapid increase of submerged-
motor pumps since the late sixties and that of noncorrosive 
pumps since the middle of the eighties are two remarkable cases 
which reflected the interests of pump users. Demand for easy 
maintenance and stain-free water may be the underlying incen
tive of this rapid expansion. 

Figure 3 illustrates the evolution of the largest unit output of 
electric power stations in Japan, both for fossil-fuel and nuclear 
power plants. Responding to ever increasing demand for electric 
power, unit output of oil-burning power plants had increased 
tenfold from 60 to 600 MW during the first Stage. It reached 
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Fig. 2 Annual production of pumps in quantity 

1000 MW in 1975 and has saturated since then. The situation 
of nuclear power plants is quite similar. The largest unit output 
of PWR and BWR plants reached the 1100 MW class at the 
end of the first stage and stayed almost constant till 1996 when 
an ABWR of 1300 MW class started operation. 

The demand for bigger unit capacity has gone hand-in-hand 
with the demand for higher thermal efficiency. Figure 3 shows 
also the evolution of the highest delivery pressure and shaft 
power of boiler feed pumps (BFP). The pressure and tempera
ture condition of oil-burning power stations jumped from sub-
critical to super-critical in 1968. The development of BFPs 
succeeded in following the plant demands and played an essen
tial role for the improvement of thermal efficiency. 

The story of BFPs is just an example of many other success 
stories. Tankers became bigger and bigger. The capacity of blast 
furnaces expanded year after year. We could find the introduc
tion of numerous record-breaking pumps every year in the An
nual Review Issue of JSME Journal during the first stage. This 
glorious age of pumps was terminated by the assault of the oil 
crises. The development of pumps thenceforth became difficult 
to recognize from the superficial figures of specifications. Im
proved efficiency, higher reliability, easy maintenance, rational
ized design, and manufacturing processes leading to cost reduc
tion; all these advances are invisible but quite essential to the 
demands of present society. 

Evolution of Research 
For the survey of past research on pumps carried out in Japan, 

papers published in the Transaction of JSME, Series B were 

Year 

Fig. 3 Evoiution of the record capacities 

IQBG^Et 19110^64 1966'̂  es I970~ 14 1079^79 1980^94 I98fi~ 99 1990'̂  94 I9BS,9S 
Year 

(A) Number of papers published In the Transaction of JSME,Serle3 B 
(B) Number of papers of pump-related papers 
(C) The ratio of pump-related papers B/A 

C multiplied with 5/2 to show the number per 5 years) 

Fig. 4 Number of papers published in the Transactions of JSME, Series B 

surveyed. Series B includes papers on fluids engineering (fluid 
mechanics and turbomachinery) and thermal engineering (ther
modynamics, heat transfer and thermal power plant) of roughly 
equivalent number. 

Figure 4 shows the evolution of research publications. To 
reduce an excessive fluctuation, the number of papers published 
in the five years duration is summed and shown by histogram. 
The height of white bars (A) indicates the total number of 
papers pubUshed in Series B, while the shaded height (B) that 
of pump-related papers. Research on gas-handling machinery 
such as fans and blowers are considered as pump-related, as 
long as the effect of compressibility does not play a primary 
role on the result. The ratio of pump-related papers to the total, 
B/A, is indicated by hne C. The number of pump-related papers 
has been increasing, however, the increase is relatively low 
compared to the increase of total papers. The ratio has decreased 
from 22 percent to 6 percent over the last 40 years. In the fifties 
and early sixties, nearly half of fluids engineering research was 
pump-related, a vast field of application. The pump share has 
decreased by two-thirds since then, and this fact shows that 
fluids engineering has cultivated new fields of application in 
emerging technologies. 

It is interesting to observe that the increase of pump-related 
papers was rather low (1.2 percent annually) in the first stage 
when pump production was soaring. On the contrary, the pump 
research was remarkably activated by the annual growth rate 
of 5.2 percent in the second stage when the pump production 
was rather stagnant. This implies that a booming economy may 
spoil the driving force for innovative products. Difficulty is the 
mother of progress. In order to foflow the shift of interest in 
pump research, pump-related papers were classified into the 
following eight groups of topics: 

(1) Flow phenomena in pump elements such as impellers 
and diffusers, sub-divided into steady and unsteady phenomena. 

(2) Analysis and prediction of overall performance of 
pumps, sub-divided into steady and unsteady aspects. 

(3) Fluid force on pump elements like vanes and impellers, 
sub-divided into steady and unsteady phenomena. 

(4) Cavitation study; inception, collapse, performance, 
noise and acoustics, damage, etc., sub-divided into fluid phe
nomena and material damage. 

(5) Multi-phase flow in pumps; phenomena and perfor
mance of pumps handling solid particles in liquid and gas bub
bles in liquid. 

(6) Application of Computational Fluid Dynamics (CFD) 
to pumps, and active control of performance. 

(7) Unsteady phenomena in piping system. 
(8) Non-turbo pumps; rotary and reciprocating pumps, jet 

pumps, water-hammer pumps, air-lift pumps, etc. 

The number of papers in each group is summed up for five 
years duration and the percentage of each group to the total 
pump-related papers in the same period is plotted in Fig. 5. It 
can be seen from this figure that the study of steady flow phe
nomena in pump elements and unsteady phenomena in piping 
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Fig. 5 Composition of the topics of pump-related papers 

systems showed a drastic decrease from the first to the second 
stage. The opposite tendency is obvious in the study of unsteady 
flow phenomena in pump elements, fluid force, cavitation, gas/ 
liquid multi-phase flow, CFD, and active control of perfor
mance. 

The research trends may be characterized by a closer ap
proach to real internal flow mechanisms and diversification of 
research topics. In stage 1, most of the studies were on axial 
or centrifugal machines characterized by 2D linear or circular 
cascade analysis. This evolved into the studies of mixed flow 
impellers, diffusers and volutes in stage 2, with the shifts 
through quasi 3D to pure 3D analysis. Studies in stage 3 include 
detailed internal flow measurements and CFD to correlate the 
development of secondary flows including tip leakage flows 
with over-all performance, studies on specific pumps such as 
inducers, screw pumps, regenerative pumps, pumps for high 
viscosity fluids and so on. Recent increase of non-turbo pumps 
includes jet pumps, air-lift pumps, oscillating-pipe pumps and 
pumps utilizing Weis Fogh mechanisms. Developments of 
drainage pumps operable at any suction water level in stage 3 
symbolize the diversification of demand from classical perfor
mance to reUabiUty in operation. 

Turning to unsteady flow research, classical studies of cas
cade flutter, surge, rotor-stator interactions and unsteady perfor
mance in stage 1 are followed by studies that include the effects 
of stall, boundary layer response, cavitation and 3D effects. 
Studies of transient performance and those of rotordynamics 
were started in stage 2 and extended to cover various cases. 

The evolution of cavitation studies is somewhat different 
from others. In stage 1, observation of cavitation and cavitation 
performance in real pumps were of major interest. More funda
mental studies of cavitating flows on foils and cascades, bubble 
dynamics and damage were made in stage 2, leading to the 

efforts to quantitatively predict damage in real pumps in stage 
3. Cavitation surge, is more closely correlated with internal flow 
effects and the mechanisms of rotating cavitation were studied 
in stage 3. 

The study of fluid force and cavitation is closely connected 
with the assurance of noise and vibration-free operation, which 
became increasingly important to meet the regulations for the 
surrounding environment. The largest feature of the second 
stage is the proliferation of computer and information technolo
gies. The application of CFD to the research and design of 
pumps will accelerate further into the third stage. Application 
of the inverse method will become a common tool of design 
also in this stage. 

Papers on active control of performance appeared a decade 
ago and have been increasing. If active control of turbulent flow 
becomes a realistic technology, it will evoke new research that 
apply it to the internal flow of pumps. 

Pumps in the Third Stage 

Pumps have two different faces. One is the face of a record-
challenging machine with the utmost in advanced technologies. 
Pumps are the heart of every liquid-handling system. The more 
challenging the system, the more difficult the development of 
the required pumps becomes. A good example is the tur-
bopumps of liquid-propellant rocket engines. High performance 
rocket engines require the most advanced pumps in terms of 
compactness and lightweight. This face is worth demonstrating 
in the showcase of pumps. 

The other is a quite common face as a component of a piping 
system. The function of pumps in a piping system is to increase 
the pressure and is just opposite to that of valves, which reduce 
pressure by adjusting flow resistance. Pumps are merely one of 
numerous piping components, as it is the case for valves, bends, 
branches, etc. The majority of pumps bear this common face. 
The value of these common pumps consists in high reliability, 
easy maintenance and operation, and low cost. 

Engineers and researchers who have a stake in pumps, wish 
naturally to be involved in the R&D of record-breaking pumps 
with the former face. Such cases have been, however, quite 
scarce in recent years and we can mention only a few examples 
such as the hydrogen and oxygen turbopumps for the LE-7 
rocket engine (Kamijo, 1993), a down-hole pump for geother-
mal power generation (submerged-motor pump in 200°C water) 
(Katsuta, 1996), a compact, high-powered pump for water jet 
propulsion (Kawakami, 1993), a 600 bar high pressure centrifu
gal pump for sea bedrock crushing (Manabe, 1981), etc. Such 
opportunities may be also scarce, sorry to say, in the present 
stage as was the case in the second stage. 

A pump has a life cycle. Research, design, manufacturing, 
test, and installation constitute the predelivery cycle, while oper
ation and maintenance do the postdelivery cycle. The costs 
incurred during the predelivery cycle make up the initial cost, 
while those during the postdelivery cycle the operational cost. 
Poor reliability pays a big penalty as a consequence in term of 
increased operational cost. 

Let us consider the case of a Primary Loop Recirculating 
Pump of a BWR plant. The pump is expected to operate for 40 
years (plant life) with the highest reliability, since any trouble 
with the pump, even an excessive leakage from the shaft seal, 
leads to a shutdown of the whole plant. In order to maintain 
a high level of reliability for plant life, the costs during the 
postdelivery cycle become essentially higher than the initial 
cost (for pump reliability, refer to Makay and Szamody, 1978). 

For the majority of pumps in service, long life, reliability and 
life-cycle costs will become the largest concern in the decades to 
come. This sort of target is not easy to handle, since a variety 
of engineering disciplines are involved and must be coordinated 
and integrated effectively. There are still a variety of key tech
nologies that are waiting further advance and breakthrough. To 
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mention a few, countermeasures for cavitation erosion, quantita
tive prediction of unsteady fluid loading, air/water two-phase 
flow pumps with large void fraction, structural vibration analy
sis under liquid/structure interaction, maintenance-free bearings 
and shaft-seals, pumps with a wide operational range, fluid 
dynamical design for easy manufacturing, etc. are the examples 
of such technologies. Fluids engineering plays a fraction of the 
total role in the development of pumps; however, it has the 
possibility of making a fundamental breakthrough for higher 
reliability and lower costs. 

Conclusion 

The social and industrial background of post-war Japan has 
been classified into three stages of development with unique 
characteristics. The production of pumps in sales and quantity 
was analyzed by statistical data and the evolution was correlated 
with the features of the corresponding background stages. Simi
lar analysis was made also for papers on pump-related research 
published in the Transaction of JSME, Series B (fluids and 
thermal engineering). 

As the value of pumps, such qualifications as high reliability, 
easy maintenance/operation and low costs will be sought as 
top priority in the decades to come. The shift of value can be 
described in a simple wording as ' 'from predelivery to postde-
livery." Fluids engineering has the possibility of making an 
essential break-through for these targets. 
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The Rotordynamic Forces on 
an Open-Type Centrifugal 
Compressor Impeller in 
Whirling Motion 
In recent years, increasing interest has been given to the rotordynamic forces on 
impellers, from the view point of the shaft vibration analysis. Previous experimental and 
analytical results have shown that the fluid-induced forces on closed-type (with shroud) 
centrifugal impellers in whirling motion contribute substantially to the potential desta-
bilization of subsynchronous shaft vibrations. However, to date nothing is known of the 
rotordynamic forces on open-type (without .shroud) centrifugal impellers. This paper 
examines the rotordynamic fluid forces on an open-type centrifugal compressor impeller 
in whirling motion. For an open-type impeller, the variation of the tip clearance due to the 
whirling motion is the main contribute to the rotordynamic forces. Experiments were 
performed to investigate the rotordynamic forces by direct measurement using a force 
balance device, and indirectly from the unsteady pressure on the casing wall over a range 
of whirl speed ratio (Wo)) for several flow rates. In this paper, the following results were 
obtained: (!) Destabilizing forces occur at small positive whirl speed ratio (0 < O/o) < 
0.3) throughout the flow range of normal operation; (2) At smaller flow rate with inlet 
backflow, the magnitude of the fluid force changes dramatically at a whirl speed ratio 
close to iVft) = 0.8, resulting in destabilizing rotordynamic forces. From the measurement 
of unsteady inlet pressure, it was shown that the drastic changes in the fluid force are 
related to the coupling of the whirling motion with a rotating flow instability, .nmilar to 
"rotating stall"; (3) The forces estimated from the unsteady pressure distribution on the 
casing wall and those estimated from the pressure difference across the impeller blades 
were compared with the results from the direct fluid force measurements. The direct fluid 
forces correlate better with the forces due to the pressure distribution on the casing 
wall. 

Introduction 
Over the last ten years many experimental and analytical data 

have been obtained on the fluid-induced rotordynamic forces on 
pump impellers, mainly at Caltech and the University of Tokyo. It 
is now widely recognized that for closed-type (with shroud) cen
trifugal impellers, the fluid forces become destabilizing for the 
forward whirl generally at whirl speed ratio (fl/oj) less than 0.5 
(Jery et al, 1985; BoUeter et al, 1987; Ohashi et al, 1988). The 
destabilizing forces are caused by the unsteady interaction between 
the impeller and volute casing (Adkins et al., 1988; Tsujimoto et 
al, 1988a) or vaned diffuser (Tsujimoto et al, 1988b), or by 
unsteady leakage flow that surrounds the impeller shroud (Childs, 
1989; Guinzburg et al, 1994). All these works have been summa
rized in the recent textbooks of Childs (1993) and Brennen (1994), 
which are extremely helpful and useful for shaft vibration analysts. 

For axial turbomachines, the destabilizing mechanism associ
ated with the tip clearance flow was first postulated by Thomas 
(1958) and Alford (1965). Their model explaining the destabilizing 
tangential force has been widely accepted. They pointed out that: 
in a turbine operating with an eccentric rotor, blades with smaller 
tip clearance would produce greater circumferential driving force 
than blades at the diametrically opposite position with larger tip 
clearance. This difference in blade loading results in a tangential 
force promoting the forward whirl. Recently, for axial compressors 
operating with rotor eccentricity, it was reported that the destabi-

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENOiNEERrNG. Manuscript received by the Fluids Engineering Division 
August 17, 1998; revised manuscript received March 15, 1999. Associate 
Technical Editor: B. Schiavello. 

lizing whirl direction depends on the flow rate (Colding-Jorgensen, 
1992; Ehrich, 1993). In addition, an MIT group investigated the 
rotordynamic forces on the axial flow turbine for the SSME (Space 
Shuttle Main Engine), both experimentally (Martinez-Sanchez et 
al., 1995) and analytically (Song et al., 1997). They reported that 
the fluid force on the rotor is basically generated as a result of the 
nonuniform blade loading, as explained by Thomas and Alford, 
with some fraction of the force caused by the nonuniform pressure 
distribution around the rotor. 

Open-type impellers have been widely used for high-speed and 
high-pressure centrifugal compressors. Nevertheless, as far as the 
authors are aware, no rotordynamic data for these machines are 
available. This paper presents the results from an investigation of 
the rotordynamic fluid forces on an open-type centrifugal com
pressor impeller. Fluid forces were measured directly with a force 
balance device. Discussions on the unsteady pressure measure
ments on the casing wall, and blade to blade pressure distributions 
are also presented. 

Experimental Facility 

Description of Test Facility. Figure 1 shows the mechanism 
to generate the whirling motion. The inner sleeve supports the 
main shaft through two eccentric inner bearings set to produce a 
pure whirling motion. The main shaft is driven by an AC motor 
with the rotational speed (w) through the universal joint, and the 
outer sleeve is driven by a DC motor controlled to run at a 
prescribed whirling speed (fl). The main shaft speed was main
tained at 400 ± 1 rpm, and the whirl speed ratio (li/w) was varied 
in the range from —1.4 to 4-1.4. Uncertainty in the whirl speed 

Journal of Fluids Engineering Copyright © 1999 by ASME JUNE 1999, Vol. 121 / 259 

Downloaded 03 Jun 2010 to 171.66.16.147. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm

mailto:yoshida@me.es.osaka-u.ac.ip


(1) Shaft 

Impeller center 

E: Eccentricity 

(3) Inner sleeve 

(4) Outer bearing 

(2) Inner 
bearing 

(6) 4-Axis force sensor 

e "0.6 . 

(5) Outer sleeve 

(7) Impeller 

(8) Casing wall 

Casing center 

Fig. 1 Mechanism to produce the Impeller whirling motion 

ratio, (1/(1), is ±0.002. A detailed description of the facility can be 
found in Ohashi et al. (1991). 

Figure 2 shows the details around the impeller. The test impeller 

Axisymmetric 
001 lector 

(units in mm) 

Fig. 2 Cross section of the test rig (impeller, casing and instrumended 
shaft) 

is a model of an industrial centrifugal compressor with 12 blades 
(Z,), inlet blade angle 32 deg and outlet 45 deg at the tip (i.e., back 
swept blade), outer radius (r^) 149 mm, exit width (fej) 23 mm; its 
nondimensional type number is 1.3. The impeller was running 
inside a vaneless diffuser with radius ratio r^/r2 = 1.61 and a 
symmetrical collector to minimize the interaction with stationary 
parts. Although the test impeller was designed for gas, water was 
used as the working fluid to facilitate the measurement of the fluid 
forces. The Reynolds number (Re = Uivjv, U2 = raw) is 
3.0-4.0 X 10" for actual condition (air, MJ = 300-400 m/s), and 
0.92 X 10" for this laboratory test condition (water, U2 = 6.2 m/s). 
The effect of compressibility of actual working fluid (gas) is 
neglected in the test condition (water). Under the condition without 
eccentricity, the blade tip normal clearance is constant (1 mm) 

Nomenclature 

b2 = impeller axial width at outlet = 
23 mm (see Fig. 2) 

C = dimensionless direct damping 
coefficient, normalized by 
P'7Trlb2(t) 

c = dimensionless cross-coupled 
damping coefficient, normal
ized by p'7Trlb20) 

AGp = coefficient of unsteady pressure 
Ap, normalized by p(r2Co)̂  

ACp' = coefficient of unsteady pressure 
Ap', normalized by p(r2w)^ 

AC p. = coefficient of unsteady pressure 
Ap", normalized by p(r20)y 

Fi, F2 = lateral fluid force in rotating 
frame (see Fig. 3) 

F„, F, = fluid force, normal (n) and tan
gential (0 to whirl orbit (see 
Fig. 3) 

/„, / , = dimensionless fluid force, nor
mal (n) and tangential {t) to 
whirl orbit, normalized by 
pirrlbiEUi^ 

f'„, f'l = dimensionless fluid force due 
to pressure difference across 
blades: Ap', normal (n) and 
tangential (f) to whirl orbit, 
normalized by pTrrlbiBd)^ 

f'L f'l — dimensionless fluid force due 
to pressure distribution on cas
ing wall: Ap", normal (n) and 
tangential (f) to whirl orbit, 
normahzed by pTTrlb2BU)^ 

f = frequency (Hz) 
= imaginary unit 
= dimensionless direct stiffness 

coefficient, normahzed by 
pTrrlb2U>^ 
dimensionless cross-coupled 
stiffness coefficient, normalized 
by pirrlb^o)^ 
dimensionless direct added 
mass coefficient, normalized by 
pTrrlb2 

= dimensionless cross-coupled 
mass coefficient, normalized by 
pTTrlbi 

= pressure 
= unsteady pressure 
= peak-to-peak of unsteady pres

sure on casing wall at blade 
passing frequency 

Ap" = amplitude of unsteady pressure 
on casing wall with whirling 
frequency 

J 
K 

k = 

M = 

P 
Ap 

Ap' 

Re = Reynolds number = U2r2lv 
(where ŵ  = raW, v. kine
matic viscosity) 

rj = impeller outlet radius = 149 
mm (see Fig. 2) 

t — time 
Z( = number of impeller blades = 

12 
j3 = circumferential angular differ

ence between pressure taps P4 
and P5 = 60 deg 

y = phase difference (deg) 
E = radius of circular whirl orbit = 

0.6 mm 
6 = circumferential angle 
p = fluid density 
4> = flow coefficient = flow rate/ 

(iTTrlbiO)) 
ip = pressure coefficient = {p -

P:\)lp{riOiY, Pn'- total pressure 
at inlet 

n = whirling angular velocity 
il' = angular velocity of pressure 

pattern 
CO = angular velocity of impeller 

il/co = whirl speed ratio 
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Fig. 3 Scheme showing the rotordynamic forces. F„ and F, are the 
normai and tangentiai component to the whiri orbit, (E: eccentricity, co: 
shaft rotational speed, U; whirling speed, (1, 2): rotating frame of the 
force balance, (n, f): normal and tangential to the whirl orbit) 

from the inlet to outlet. In the present tests, an eccentricity e = 0.6 
mm was used for the whirl orbit radius. In this condition, the tip 
clearance varies in the angular direction in the range of 0.4 
mm—1.6 mm at the inlet and 0.8 mm—1.2 mm at the outlet in 
phase respectively, due to the whirling motion. 

Instrumentation and Data Acquisition System. The impel
ler is supported by the main shaft through a rotating force balance 
with a 4-axis force sensor, as shown in Fig. 1. The force balance 
is composed of two couples of parallel plates and 4 strain gauges 
per plate to measure the 4-axis forces (2 forces and 2 force 
moments). The strain signals were taken out through a slipring. 
The output signals from the strain gauges are converted to the 
forces (two) and moments (two) components using a transfer 
matrix determined from a dynamic calibration test. The outputs 
start to be recorded at the instant when both the direction of the 
eccentricity (Of) and the impeller rotational angle (to?) come to a 
prescribed orientation. Figure 3 shows the situation at time t after 
the start of data recording, with both of the above directions set to 
be in jt-direction. Output signals were ensemble-averaged over 32 
whirl orbits based on the triggering signal that indicates the instant 
O? = wf = 0 in Fig.3. The forces measured by the rotating force 
balance give the lateral components of the fluid force, f , and f 2 in 
a frame rotating with the impeller. The force components normal 
(F„) and tangential (F,) to the whirl orbit, which are useful for the 
rotor vibration analysis, were obtained from F, and Fj using the 
angle (to - fl) X t between the frame (1,2) and (n, f). as shown 
in Fig. 3. Both the fluid forces and force moments on the test 
impeller were measured in the present study. However in this 
paper, we focus only on the fluid forces, which play a primary 
important role for the whirl stability. Measured fluid forces are 
normalized as /„, / , = F„, FJipirrlbjEO)^), where p is fluid 
density. Uncertainty in the dimensionless fluid forces /„ and / , is 
±1.5. We should note here that the tangential fluid force, / „ is 
destabilizing for the whirling motion when/, X (H/W) > 0. (i.e., 
/ , and il/(x) are both positive or both negative.) In the case of the 
normal fluid force, /„, a positive (outward) force could be consid
ered as a destabilizing force in the sense that it tends to increase the 
radius of the whirl orbit. 

PI—P6 in Fig. 2 show the location of pressure taps to measure 
the steady and unsteady pressure. PI—P3 and P6 were used to 
measure the steady pressure with a manometer. P6 is located 
downstream of the impeller at radius r = 163 mm (i.e., r/r2 = 
1.09.) In addition to this, P1-P3 and P4, P5 were used to measure 
the unsteady pressure with pressure transducers. P1~P3 on the 
casing wall are facing the impeller tip. P4 and P5 are located just 
upstream (6 mm) of the impeller inlet at different circumferential 
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Fig. 4 Pressure performance of the test impeller and steady pressure 
on the casing wall without eccentricity, pressure coefficient </> versus 
flow coefficient tj) (uncertainty in </> ± 0.005, in ij> ± 0.01) 

positions (separation angle, j3 = 60 deg.) to facilitate examination 
of the circumferential propagation of a rotating flow instability 
(described later). The diameter of the pressure taps, PI—P3, is 1 
mm and silicone oil was filled in the cavity in front of the pressure 
transducers. The pressure transducers at P4 and P5 were installed 
flush with the casing wall. The resonance frequency of the mea
surement system is 2.2 kHz, while the blade passing frequency is 
80 Hz (Zi X a)/2TT). 

Results and Discussions 

Compressor Pressure Performance. Figure 4 shows the 
static pressure coefficient (iji) and steady pressure on the casing 
wall at various axial locations plotted against the flow coefficient 
((f>), under the conditions without eccentricity. The design flow 
coefficient is 4>d = 0.424. From the flow visualization through the 
transparent casing made of acrylic resin with air bubble injection, 
backflow onset at the inlet was observed at 4> = 0.32, where the 
pressure rise reaches a local peak. The performance curve has a 
positive slope in a range of t/) = 0.30—0.32. The flow rates less 
than (j) = 0.32 will be called hereafter the low flow rates. For the 
measurements of fluid forces, the flow rate was varied from <j> = 
0.185 to 4> = 0.508. 

Fluid Forces Measured With Force Balance. Figure 5 
shows the dimensionless normal,/,,, and tangential,/,, fluid forces 
measured directly by the force balance versus the whirl speed ratio, 
fl/o), for various flow rates. From these results, it can be seen that 
the tangential fluid forces, / „ on the unshrouded centrifugal im
peller are destabilizing at small positive whirl speed ratio in the 
range 0 < il/(o < 0.3 throughout all the flow range, even without 
the interaction between the impeller and volute casing or vaned 
diffuser. At the design flow rate of 4><i — 0.424, the normal 
component is roughly quadratic and the tangential component is 
linear with whirl speed ratio. This was also found to be true for the 
case of a shrouded pump impeller in volute casing (Jery et al., 
1985). From the quadratic behavior, it is suggested that the added 
mass effect contributes substantially to the normal component at 
the design flow rate. The direct added mass (M), cross-coupled 
added mass (m), direct damping (C), cross-coupled damping (c), 
direct stiffness (K), and the cross-coupled stiffness (k) can be 
obtained from rotordynamic force data if force can be expressed as 
a quadratic function of fl/w (Childs (1993) and Brennen (1994)). 
Table 1 presents the dimensionless rotordynamic coefficients ob
tained from the fluid forces in Fig. 5 (e) at the design flow rate. The 
dimensionless direct added mass coefficient, M, is 3.04, and "whirl 
ratio", kIC, is 0.34. These characteristics are the same as a 
shrouded pump impeller in volute casing (Jery et al., 1985). The 
dimensionless direct stiffness coefficient, K, is 1.82 (positive), 
while it is negative for a shrouded pump impeller. However, it 
should be noted here that the fluid forces change dramatically at 
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Fig. 5 Dimensionless fluid forces for c/> = 0.185, 0.228, 0.285, 0.330, 
0.434 (=<ita), and 0.508 ± 0.01, normal t„ and tangential ti components 
versus while speed ratio illta (uncertainty in f„, ft ± 1.5, in n/oi ± 0.002) 

the low flow rates in the presence of backflow. In particular, at 
whirl speed ratio close to jQ/o) = 0.8, the tangential component 
changes significantly from being negative to a high positive value. 

Ohashi et al. (1990) reported experimentally that the destabiliz
ing tangential fluid force on a shrouded pump impeller with vaned 
diffuser increased suddenly at low flow rate for the whirl speed 
ratio of fl/o) = 0.05. They attributed this to the rotating stall in the 
vaned diffuser. Moreover, Tsujimoto et al. (1987) calculated the 
fluid forces on a whirling impeller in a vaneless diffuser using 
2-dimensional vortical flow analysis. They also reported that, at 
low flow rate, the tangential fluid force becomes destabilizing at 
the whirl speed ratio (O/w) close to the propagating speed ratio 
O7co = 0.157 of the diffuser rotating stall, and H'/w = 0.988 of 
the impeller rotating stall. Recently, Bently et al. (1998) reported 
from the experimental results of perturbation test of a centrifugal 
compressor, that the fluid-induced direct stiffness drops dramati-

Table 1 Dimensionless rotordynamic coefficients for (/>d = 0.424 

M, m: normalized by p TtT^\i2 

C, c : normalized by p TTrĵ bjO) 
K, k : normalized by p 7rr2%2^^ 

M 

m 

C 

c 

K 

k 

3.04 

-0.053 

4.30 

-0.081 

1.82 
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Fig. 6 Evaluation of the peaic to pealc of the blade passing (Ap') and the 
unsteady pressure with whirling frequency (A/9'') from the unsteady pres
sure on the casing wall (Ap), for location of P1, (̂  = 0.285, and (l/o) = 0.63 
(uncertainty in ACp ± 0.005, in <f) ± 0.01, in Ola ± 0.002) 

cally during rotating stall. The significant change of the fluid forces 
for Cllw = 0.8 in the present study will be discussed later from the 
detailed examination of the unsteady pressure on the casing wall. 

Force Estimated From Unsteady Pressure Distribution. 
The fluid forces on the impeller are estimated from the unsteady 
pressure measurements on the casing wall to possibly obtain a 
better understanding of their origin. Two simple ways of estima
tion are employed. The first is to integrate the blade forces that are 
evaluated from the pressure difference across the blade measured 
on the casing wall. This corresponds to the nonuniform blade 
loading model proposed by Thomas (1958) and Alford (1965). The 
second is simply to integrate the pressure distribution on the casing 
wall to estimate the reaction forces. In this case the forces due to 
the pressure distribution and the momentum transfer at the inlet 
and outlet, and the rate of change of fluid momentum in the 
impeller are neglected. 

Unsteady pressure on the casing wall (Ap at locations PI, P2, 
and P3) consists of the blade passing frequency and the whirling 
frequency components. Figure 6 shows a typical example of un
steady pressure, tip, measured on the casing wall at the location of 
PI, for ^ = 0.285, and illw = 0.63. In this figure, the horizontal 
axis represents the phase of the whirling during a period, in which 
the clearance gap is widest at 0, 27r, and smallest at ir, at the 
location of pressure measurement (PI). During one period of the 
whirling, the number of blades passing by the pressure transducer 
is Z, X Iw/OI. For the condition shown in Fig. 6, nineteen waves 
(Z, X iwni = 19.05) due to the blade passing are clearly 
observed. The amplitudes of the component with blade passing 
frequency, denoted as Ap' used for the estimation of the blade 
loading, were obtained from the reading of peak-to-peak values for 
each blade passing, as shown in the top of Fig.6. A detail of the 
pressure wave form of the blade passing is shown in the figure. On 
the other hand, the pressure fluctuation with whirling frequency, 
denoted as Ap" used for the casing pressure force evaluation, was 
obtained from the Fourier transform analysis of Ap, as shown in 
the bottom of Fig. 6. 

For the blade load evaluation, it is assumed that Ap' shows the 
pressure difference across the blade at the tip, and the pressure 
differences from the tip to hub are proportional to the square of its 
radius. The forces {f„,f',) are estimated by integrating the assumed 
pressure differences on the three segments of the blade using Ap' 
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Fig. 7 Comparisons of the dimensionless direct fluid forces {f„, ft) with 
the estimated fluid forces (/'„, t',) due to the pressure difference across 
the blade, and (i"„, f") due to the unsteady pressure on the casing wall 
(uncertainty in f„, ft ± 1.5, in l i /u ± 0.002) 

at PI, P2, and P3 in consideration of the back swept blade. For the 
casing pressure force evaluation, the fluid forces (/"„ /") are 
obtained by integrating the pressure distributions Ap" from the 
blade leading edge to trailing edge on the casing wall. The pressure 
distributions are interpolated and extrapolated from Ap" at PI, P2, 
and P3. 

Figure 7 shows the comparison of the direct fluid forces (/„, /,) 
measured with the force balance and the estimated forces (/'„, /',), 
and (/',',, /','), for the design {(\>a = 0.424) and low flow rate {4> = 
0.285) conditions. The fluid forces (/"„,/",) agree fairly well with 
(/»,/(), while (f„,f',) are not in good agreement. Thomas (1958) 
and Alford (1965) explained the destabilizing mechanism in axial 
flow turbines from the blade loading nonuniformity due to the 
change in tip clearance. The present results may suggest that some 
fraction of the fluid force on the impeller is caused by the non
uniform pressure distribution on the casing wall, so that a different 
flow model is needed to explain the rotordynamic forces on un-
shrouded centrifugal impellers. 

Coupling of Whirling Motion Witli Rotating Flow Instabil
ity at Low Flow Rate. Figures 8 and 9 show the unsteady 
pressure at the inlet at the design ((j)^ = 0.424) and lower flow 
rate (4> = 0.285) conditions, without eccentricity. Figures 8 (a) and 
9 (a) show the wave forms measured at the locations of P4 and P5; 
P4 and P5 are at the same axial location, but P5 is 60 deg ahead of 
P4 in the direction of the impeller rotation. Figures 8 (b) and 9 (b) 
show the time averaged cross spectra between P4 and P5, and Figs. 
8 (c) and 9 (c) the phase (7) of the pressure at P5 relative to that 
at P4. At the design flow rate, the blade passing ( / = 80 Hz (Z, 
X m/lir)) is clearly shown in the wave form. However, it is not 
very clear at the lower flow rate. At the low flow rate, there are 
some peaks in the cross spectrum (Fig. 9(b)), although the cross of 
amplitudes (Ap4 X Aps) of these peaks are much smaller (ap
proximately 1~3%) than that of the blade passing frequency. The 
discrete components (i), (ii), and (iii), in Figs. 9 (b) and (c), have 
the frequency of/ = 5.3, 10.8, and 17.0 Hz, and the phase 7 = 
—60, —150, and —200 deg, respectively. These values of phase 
difference are close to integer multiples of circumferential angular 
distance (/3 = 60 deg) of two sensors; i.e., 7 s — n|3, n = 1,2, 
and 3. This suggests that pressure patterns with the number of cells 
n = 1, 2, and 3 are rotating at the inlet much like conventional 
rotating staU. However, unlike conventional rotating stall, these 
frequency components (i), (ii) and (iii) are found only at the inlet. 
The propagating speed ratio of these components is fl'/w = 
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Fig. 8 Typical wave form of unsteady pressure, cross, and phase spec
trum at the Impeller upstream locations P4 and P5, ifi = if,,, = 0.424 + 
0.01, without eccentricity (uncertainty in XCp ± 0.005, In frequency f ± 
0.4 Hz, in phase r ± 5 deg) 

flnidillTf) ^ 0.79 which is very close to the value of fl/w = 0.8 
where the abrupt change in /„ and / , is found at the low flow rate 
under whirling motion. The group of frequency components (iv) 
distributed over a wide range of frequency/ = 20—60 Hz has the 
characteristic that the phase (7) decreases linearly with the increas
ing frequency / . Here, when we assume a circumferentially prop
agating pressure pattern Ap with frequency / and propagating 
speed fi', that is Apa exp{27r// X (f - 9 /0 ' )} , the phase 7 
measured between P4 and P5 is expressed as 7 = -27r/j8/0' 
(where 0 = |3 = 60 deg). With constant O', this relation between 
7 and / is linear. This situation agrees with the component (iv) 
found in the range of/ = 20—60 Hz as shown in Fig. 9 (c). From 
the slope of A 7/A/ in Fig. 9 (c), the propagating speed ratio was 
estimated to be £i'l(a = 0.43 in the present study. From the above 
discussion, frequency components (i)—(iii) correspond to discrete 
frequencies where Itif/Cl' = n — \, 1, and 3 (where O'/co = 
0.79), while for the frequency component range (iv) the value of 
lirflVl' varies continuously from 7 to 21 as/varies from 20—60 
Hz (O'/o) = 0.43). All of the components (i)—(iv) appeared at 
lower flow rate (/> < 0.32 where the inlet backflow was observed 
from the flow visualization. However, further study is needed to 
clarify the relation between the backflow and these pressure fluc
tuations. 

Kameier et al. (1997) also observed similar rotating pressure 
pattern with a constant slope A 7/A/ at low flow rate in an axial 
compressor. In this case, the propagating speed ratio increased 
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Fig. 9 Typical wave form of unsteady pressure, cross, and phase spec
trum at the impeller upstream locations P4 and PS, <̂  = 0.285 ± 0.01, 
without eccentricity (uncertainty In ACp ± 0.005, in frequency f± 0.4 Hz, 
In phase y ± 5 deg) 

from 0.3 to 0.55 as the flow rate decreased. From their experimen
tal results for the cases with two tip clearances (wide and small) 
and a test with Velcro tape inserted in the tip clearance, they 
concluded that these patterns of pressure fluctuation are associated 
with the leakage flow through the tip clearance under reversed flow 
condition. 

Figure 10 shows the comparison of the pressure fluctuations 
measured at the location PI with a whirl eccentricity, e = 0.6 mm. 
The wave forms of pressure fluctuation were ensemble-averaged 
32 times based on the triggering signal that indicates the instant 
when the direction of the eccentricity and the impeller rotation 
angle are at a prescribed orientation relative to the pressure trans
ducer. The dotted line, denoted as "«" in the figures, indicates the 
instant when the smallest tip clearance passes by the pressure 
transducer. The amplitude of the blade passing component, or the 
blade loading, varies with the whirling. At the design flow rate 
(Fig. 10 («)), the variation of the blade loading is not strongly 
affected by the whirl speed ratio within O/o) = 0.63~1.13. How
ever at low flow rate (Fig. 10 (&)), the blade loading changes 
significantly with the whirling motion, and the location of the 
maximum blade loading (corresponding to the highest peak-to-
peak fluctuation) relative to the location of the minimum tip 
clearance (n) shifts with the change in H/w. The difference of the 
blade loading is largest at fl/w = 0.81. This and the large change 
of the fluid forces near fl/w = 0.8 at low flow rates may be caused 
by the coupling of the whirling motion with the rotating pressure 
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Fig. 10 Comparison of the pressure fluctuations on the casing wall 
between <Ji = ̂ ^ = 0.424 and 4> = 0.285 with whirling motion e = 0.6 mm, 
at location PI for aim = 0.83, 0.81, 1.13 (uncertainty in dCp ± 0.005, in 
n/ft) + 0.002, in »(. ± 0.01) 

pattern, i.e., component (i), found at the impeller inlet (Figs. %b) 
and 9(c)). 

Conclusions 

From the experimental results and discussions, the following 
conclusions can be drawn: 

1. For an open-type centrifugal compressor impeller, the tan
gential fluid forces become destabilizing at small positive whirl 
speed ratio (0 < fl/w < 0.3) throughout all the flow range even 
without the interaction with a volute or vaned diffuser. 

2. The forces estimated from the unsteady pressure on the 
casing wall agree well with the forces measured directly by the 
force balance. However, the forces estimated from the pressure 
difference across the impeller blades are not in good agreement 
with the direct force measurements. 

3. The fluid forces change dramatically near the whirl speed 
ratio (l/w = 0.8 at the low flow rates. As a result, the tangential 
fluid force has a large positive value and enhances whirling close 
to this whirl speed ratio. 

4. When the rotor has no eccentricity, it was found that pres
sure patterns with 1, 2 and 3 cells rotate at the impeller inlet with 
the speed ratio of fl'/ftj = 0.79 at low flow rates. In addition to this, 
it was found that the pressure patterns without definite number of 
cells propagate with the speed ratio of Cl'lui = 0.43. 

5. From the pressure measurements just downstream of the 
blade leading edge in presence of whirling motion, it is suggested 
that the destabilizing fluid force around fI/<o = 0.80 is caused by 
the strong interaction of the whirling motion with the rotating flow 
pattern with Cl'lu> = 0.79. 

Acknowledgments 

The authors wish to express their gratitude for the effort of Mr. 
Shin Ishizaki in establishing the experimental procedure as a 
graduate project at Osaka University. They are also deeply grateful 
to Dr. Bruno Schiavello of Ingersoll-Dresser Pump Company for 
his extremely helpful and useful comments. The present study was 
partly supported by the Ministry of Education, Science, Sports and 
Culture through the Grant-in Aid for Developmental Scientific 
Research (No.06555055). 

References 
Adlcins, D. R., and Brennen, C. E., 1988, "Analyse,s of Hydraulic Radial Forces on 

Centrifugal Pump Impeller," ASME JOURNAL OF FLUIDS ENGINEERING, Vol. 110, pp. 
20-28. 

264 / Vol. 121, JUNE 1999 Transactions of the ASME 

Downloaded 03 Jun 2010 to 171.66.16.147. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Alford, J. S., 1965, "Protecting Turbomachinary from Self-Excited Rotor Whirl," 
ASME Journal of Engineering for Power, Vol. 87, pp. 334-344. 

Bently, D. E., and Goldman, P., 1998, "Destabilizing Effect of Aerodynamic 
Forces in Centrifugal Compressors," Proceedings of the 7th International Symposium 
on Transport Phenomena and Dynamics of Rotating Machinery, Honolulu, Hawaii, 
Vol. A, pp. 306-315. 

BoUeter, U., Wyss, A., Whelte, I., and Sturchler, R., 1987, "Measurement of 
Hydraulic Interaction Matrices of Boiler Feed Pump Impeller," ASME Journal of 
Vibration, Acoustics, Stress and Reliability in Design, Vol. 109, pp. 144-151. 

Brennen, C. E., 1994, Hydrodynamics of Pumps, Concept ETI, and Oxford Uni
versity Press. 

Childs, D. W., 1989, "Fluid Structure Interaction Forces at Pump-Impeller-Shroud 
Surfaces for Rotordynamic Calculation," ASME Journal of Vibration, Acoustics, 
Stress and Reliability in Design, Vol. 109, pp. 144-151. 

Childs, D. W., 1993, Turbomachinery Rotordynamics, Wiley, New York. 
Colding-Jorgensen, J., 1992, "Prediction of Rotor Dynamic Destabilizing Forces in 

Axial Flow Compressor," ASME JOURNAL OP FLUIDS ENOINEERING, Vol. 114, pp. 
621-625. 

Ehrich, F., 1993, "Rotor Whirl Forces Induced by the Tip Clearance Effect in Axial 
Flow Compressor," ASME Journal of Vibration and Acoustics, Vol. 115, pp. 509-
515. 

Guinzburg, A., Brennen, C. E., Acosta, A. J., and Caughy, T. K., 1994, "Experi
mental Results for the Rotordynamic Characteristics of Leakage Flow in Centrifugal 
Pump," ASME JOURNAL OF FLUIDS ENOINEERINO, Vol. 116, pp. 110-115. 

Jery, B., Acosta, A. J., Brennen, C. B., and Caughy, T. K., 1985, "Forces on 
Centrifugal Pump Impellers," Proceedings of the 2nd International Pump Symposium, 
Houston, Texas, pp. 21-32. 

Kameier, F., and Neise, W., 1997, "Experimental Study of Tip Clearance Losses 
and Noise in Axial Turbomachines and Their Reduction," ASME Journal of Turbo-
machinery, Vol. 119, pp. 460-471. 

Martinez-Sanchez, M., Jaroux, B., Song, S. J., and Yoo, S., 1995, "Measurement of 

Turbine Blade-Tip Rotordynamic Excitation Forces", ASME Journal of Turboma
chinery, Vol. 117, pp. 384-392. 

Ohashi, H., Sakurai, A., and Nishihama, J., 1988, "Influence of Impeller and 
Diffuser Geometries on the Lateral Fluid Forces of Whirling Centrifugal Impeller," 
NASA CP. 3026, pp. 285-306. 

Ohashi, H., Imai, H., Sakurai, A., and Nishihama, J., 1990, "Lateral fluid Forces of 
Whirhng Centrifugal Impellers with Various Geometries," The 3rd Japan-China Joint 
Conference of Fluid Machinery, Vol. II, pp. 147-153. 

Ohashi, H., Imai, H., and Tsuchihashi, T., 1991, "Fluid Force and Moment on 
Centrifugal Impeller in Precession Motion," ASME Fluid Machinery Forum, FED-
Vol. 119, pp. 57-60. 

Song, S. J., and Martinez-Sanchez, M., 1997, "Rotordynamic Forces Due to 
Turbine Tip Leakage; Part 1 - Blade Scale Effects, Part II - Radius Scale Effects and 
Experimental Verification," ASME Journal of Turbomachinery, Vol. 119, pp, 605-
703, and pp. 704-713. 

Thomas, H. J., 1958, "Instabile Eigenschwingungen von Turbinenlaeufern Ange-
facht dutch die Spaltstroemung in Stopfubuchsen und Bechauchflug (Unstable Nature 
Vibrations of Turbine Rotors Induced by the Clearance Flows in Glands and Blad
ing)," Bulletin de L.A.I.M., Vol. 71, No.11/12, pp. 1039-1063. 

Tsujimoto, Y., Acosta, A. J., 1987, "Theoretical Study of Impeller and/or Vaneless 
Diffuser Attributed Rotating Stall and Their Effects on Whirling Instability of 
Centrifugal Impeller," Work Group on the Behavior of Hydraulic Machinery under 
Steady Oscillatory Conditions, Lille, France. 

Tsujimoto, Y., Acosta, A. J., and Brennen C. E., 1988a, 'Theoretical Study of Fluid 
Forces on Centrifugal Pump Impeller Rotating and Whirling in a Volute," ASME 
Journal of Vibration, Acoustics, Stress and Reliability in Design, Vol. 110, pp. 
263-269. 

Tsujimoto, Y., Acosta, A. J., and Yoshida, Y., 1988b, "A Theoretical Study of 
Fluid Forces on Centrifugal Pump Impeller Rotating and Whirling in a Vaned 
Diffuser," NASA CP. 3026, pp. 307-322. 

Journal of Fluids Engineering JUNE 1999, Vol. 121 / 265 

Downloaded 03 Jun 2010 to 171.66.16.147. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



E. Ejiri 
Senior Researcher. 

M. Kubo 
Research Engineer. 

Nissan Research Center, 
Nissan ll/lotor Co., Ltd., 

1, Natsushima-cho, 
Yokosuka-shi 237-8523, Japan 

e-mail: e-ejiri@mail.nissan.co.ip 

Performance Analysis of 
Automotive Torque Converter 
Elements 
The hydrodynamic performance of a three-element automotive torque converter is ana
lyzed by measuring flow between the elements with five-hole Pitot tubes. The performance 
of each element, including head, head loss, and efficiency, is defined and evaluated. The 
results show that the pump is the major source of loss in the speed ratio range where 
vehicles are most frequently operated in everyday driving. The loss coefficients for the 
three elements are also evaluated using a one-dimensional flow model. The friction loss 
coefficient of the turbine shows small variation over the entire tested speed ratio range, 
whereas the coefficients of the pump and stator vary considerably according to the 
operating speed ratio. The cause of loss in the pump and stator is investigated by flow 
visualization and three-dimensional numerical flow analysis. A low kinetic energy region 
in the pump and leading edge separation in the stator are clearly visualized or 
computed. 

Introduction 

A torque converter is a kind of turbomachine that is widely used 
in today's automatic transmissions for automobiles. It consists of 
three major elements—a pump, a turbine, and a stator. Its functions 
include damping of engine torque fluctuation, damping of noise 
and vibration in the driveline, and automatic amplification of 
torque according to the difference in rotational speed between the 
input and output shafts without requiring any external control. 
Internal flow investigations and development of performance pre
diction methods for the torque converter have been carried out 
over the years, as its hydrodynamic performance has a significant 
influence on vehicle fuel economy and driving performance. 

Some experimental work has been done to elucidate internal 
flow characteristics. Numazawa et al. (1983) reported their results 
of flow visualization in the pump and turbine blade passage ob
tained with a liquid resin method. Unsteady flow just behind the 
pump impeller was measured by Browarzik (1994). Brun et al. 
(1996) used a laser Doppler velocimeter to investigate the internal 
flow in the three elements. Dong et al. (1998) measured complex 
unsteady flow fields at the pump and turbine exits using five-hole 
Pitot tubes with high-response pressure transducers. 

Flows through the three elements were computed by using CFD 
codes employing a finite difference method (Fujitani et al , 1988) 
and a finite volume method (Cigarini et al., 1995), thanks to the 
improvement of computer hardware and computational schemes. 
Some of the computational results showed good qualitative agree
ment with the measured flow patterns. This approach, however, 
cannot be considered practical yet for making overall performance 
predictions, in view of the considerable manpower and time re
quired for mesh generation and program execution, among other 
drawbacks. Therefore, a simple and practical performance predic
tion method is still needed, one which employs empirical constants 
but yields results in a relatively short time with sufficient accuracy 
for practical application. 

Practical performance prediction has mainly been performed on 
the basis of a one-dimensional angular momentum theory (Ishi-
hara, 1955), which assumes a stream line representing internal 
flow in a torque converter. Efforts have been made to improve the 
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prediction accuracy of this approach in order to apply it to various 
blade and channel specifications and performance requirements. 
Some researchers have introduced the exit flow angle and total 
pressure loss characteristics of the stator as computed by numerical 
simulation using a discrete vortex method (Minato et al., 1987) or 
viscous flow analysis (Kubo et al, 1994). One paper describes an 
attempt to adjust the stator exit flow angle as a way of obtaining 
good agreement between the calculated and measured torque con
verter performance (Abe et al, 1996). However, none of these 
studies sufficiently examined the pump and turbine hydrodynamic 
characteristics, and systematic approaches were not used to eval
uate the performance characteristics of each element of the torque 
converter. Therefore, these methods have the drawback of poor 
performance prediction accuracy when design parameters such as 
the blade angles change considerably. 

This paper describes an experimental procedure for clarifying 
the hydrodynamic characteristics of the three elements, defining 
the unit performance of each element and evaluating it on the basis 
of data measured with five-hole Pitot tubes between any two 
elements. It also examines the friction loss coefficients of each 
element in a one-dimensional flow model, and investigates the 
cause of loss generated in the pump and and stator where the 
friction loss coefficients change substantially. This is done in 
reference to the flow visualization results in the blade passage 
walls and the CFD results for the three-dimensional flow in the 
pump. 

Experimental Apparatus and Procedure 

Test Rig. A torque converter with a 236 mm nominal diameter 
and a circular torus cross-section was used, as shown in Fig. 1. The 
inlet and exit blade angles on the design path, a line that bisects the 
flow passage cross-sectional area, and the blade number for the 
three elements are shown in Table 1. The blade angle is defined as 
an angle from the meridional plane. The minus sign in the table 
indicates the rotational direction of the impellers, which means that 
the tested pump impeller had forward lean blades. The character
istic curves of the test torque converter without the Pitot tubes are 
shown in Fig. 2. 

The input and output shafts of the torque converter were con
nected to DC dynamometers, with tachometers and torquemeters 
installed in between. These dynamometers were controlled so that 
the input torque was constant in a given speed ratio. As the stator 
was fixed, measurements were performed in a speed ratio range 
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Turbine 

Table 1 Specification of tliree elements 

Fig. 1 Torque converter and PItot tubes 

between 0 to 0.8, where the output torque was larger than the input 
torque. The pump and turbine speeds for three typical speed ratios 
are shown in Table 2 for reference. An ordinary automatic trans
mission fluid was provided as the working fluid from an external 
pressure source and controlled so that the inlet pressure was 0.17 
MPa, the outlet pressure 0.14 MPa and the exit temperature 80 ± 
1°C for the torque converter. 

Five-Hole Pitot Tube. Three different types of spherical five-
hole Pilot tubes (with a 2 mm probe diameter and a 0.2 mm 
pressure hole diameter) were made in order to measure flow 
between any two elements. They were calibrated for yaw and pitch 
angle in steady-state uniform flow in an oil tunnel. The caUbration 
was conducted at the velocity near the Reynolds number under 
actual machine operation. 

The measurement points (location of probe front) of the three 
measurement sections A. B, and C (pump exit, turbine exit and 
stator exit, respectively) are also shown in Fig. 1. The probe was 
traversed over 5 points to measure sections A and B, and over 25 
points (5 points radial X 5 points peripheral) to measure section C. 
The probe was installed tighdy in the test rig and flow velocity and 
pressure were calculated using the calibration curves for yaw and 
pitch angle. When calculating one-dimensional performance, the 
average for the section was found by weighting the data according 
to the mass flow at the measurement points. 

Flow Visualization. The visualization method employed here 
resembles the oil film method and is outlined below. First, a 

Element 
Pump 

'i'urbinc 
Stator 

Inlet angle 
38° 
-60° 
0° 

Exit angle 
-36° 
57° 
-58° 

Blade number 
31 
29 
16 

material made primarily of heat deformable epoxy resin was 
liquified at high temperature and coated thinly on the blade pas
sage walls. Second, the flow pattern was created on the surface of 
the material by operating the torque converter under the specified 
conditions. It took at least several minutes to create the flow 
pattern on the blade passage walls. Therefore, a short period of 
time (10-20 seconds) each for start up and shut down did not 
affect the steady flow pattern. Third, after hardening the material 
surface at room temperature, liquid silicon rubber was poured over 
it to form a thin film. The rubber film with the transcribed flow 
pattern was then detached from the material some hours later after 
the rubber had solidified. Finally, the rubber surface was covered 
with dye powder in order to make the engraved flow pattern more 
visible. 

Computational Method 

Viscous calculations were performed by using STAR-CD 
(Computational Dynamics, 1995), a general flow analysis code 
which employs a finite volume method of discretization. Three-
dimensional incompressible time-averaged Navier-Stokes equa
tions were solved with the code. A standard k-e model (Launder et 
al., 1974) was used for turbulence closure modeling. In discretiz-
ing the convection terms of the equations, the QUICK scheme 
(Leonard, 1979), a third-order upwind differencing scheme, was 
used to obtain a stable solution while suppressing numerical dif
fusion. The SIMPLE algorithm (Patankar et al., 1972) was em
ployed to solve the algebraic finite-volume equations resulting 
from the discretization operation. 

To represent the complex geometry of the torque converter 
hydraulic elements accurately and distribute the computational 
meshes in an appropriate fashion, an in-house mesh generation 
program was used. Mesh-point clustering was performed near the 
boundary and cell deformity was checked with the program. The 
computational grid used in the present study is given in Fig. 3 
where one blade passage is shown in each element to illustrate the 

Nomenclature 

e = speed ratio (= Wj/w,) 
H - head (nondimensional) 
/ = rothalpy (= P/p + l/2W' -

l /2[/ ' ) 
h = head loss (nondimensional) 
N = rotational speed 
P = static pressure 

Pr = total pressure 
r = radius 
s = distance along the design path (a 

line that bisects the cross-sectional 
area in the meridional plane), start
ing from upstream boundary and 
ending at downstream boundary of 
the computation domain of an ele
ment 

T = torque 
t = torque ratio (= Ti/Tt) 

U = peripheral velocity 
V = absolute velocity 

W = relative velocity 
a = relative flow angle from meridional 

plane 
j3 = blade angle from meridional plane 

A/ = rothalpy change from upstream 
boundary of the computation do
main of an element 

4> = shock loss coefficient 
T) = efficiency 
p = density 

Ti = input torque capacity coefficient 
(= T,/iV?) 

0) = angular velocity 
f = friction loss coefficient 

Subscripts 

0 = reference position (design path po
sition at pump exit) 

1 = pump 
2 = turbine 
3 = stator 
A = measured section A (pump exit) 
B = measured section B (turbine exit) 
C = measured section C (stator exit) 
/ = friction 
p = circulatory component (a direc

tion perpendicular to measure
ment line or computation mesh 
line from shell to core in meridi
onal plane) 

s = shock 
9 = tangential component 

(/, i) = i = 1: pump; = 2: turbine; = 
3: stator;; = 1: inlet; = 2: exit 

Superscript 

* = nondimensional 
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Fig. 2 Characteristic curves of torque converter 

grid distribution in the computational field for a total of about 
68,000 grid cells. 

The wall function for the velocity vector was used to reduce the 
grid points near the wall. A cyclic boundary condition was im
posed on both peripheral boundaries outside a blade passage. The 
computation is performed on one element after another along the 
flow direction in a manner where either velocity or pressure is 
given as the inlet and exit boundary condition of each element. 
Computed pressures and velocities in each iteration are averaged 
circumferentially, transferred to the adjacent element and used as 
the boundary condition of the next iteration (Fig. 4). 

The solution is assumed to have converged when all the nor-
maUzed residuals of the mass and the momentum conservation 
equations are less than 10"^ and the rate of change in mass flow 
rate in two consecutive circulatory iterations is less than 10~'. 
Typically, about 12 hours of CPU time were required to obtain a 
converged solution on an SGI INDIG02-IMPACT (R4400, 250 
MHz) for about 168,000 grid cells in total. 

Several types of grid systems were used to evaluate the grid 
number dependence of the computational results. Figure 5 shows 
the grid number dependence of the solution in terms of the element 

Table 2 Rotatlonai speed of pump and turbine 

Speed ratio 
0 

0.6 
0.8 

Pump 
1414rpm 
1596rpm 
1860rpm 

Turbine 
Orpm 

957rpni 
1486rpm 

Fig. 4 interface boundary conditions 

efficiencies. The comparison suggests that a grid-independent so
lution was obtained with more than about 170,000 grid cells in 
total. 

Uncertainty in Experiment 
The flow blockage effect, caused by the presence of any type of 

probes, on the torque transmission capacity T, was less than 4%, 
which means circulatory flow rate decreased by at most 4% due to 
the blockage of the probe. A correction in the measured velocity 
and flow angle could be employed, however, such correction was 
not made here in order to avoid complexity. It was judged that the 
original flow field was almost entirely maintained even if a probe 
was present. Pressures from the five-hole Pilot tubes were trans
mitted to semiconductor transducers through the shortest tubes 
possible and the system showed a flat frequency response charac
teristic to 2 kHz in the design calculations. Although the flow was 
unsteady, the pressure data obtained were treated under the as
sumption of quasi-steady flow (Matsunaga et al , 1980). 

The level of unsteady fluctuations measured by the probe varied 
with torque converter operating condition and measuring point. 
Generally speaking, the relative magnitude of velocity and pres
sure unsteadiness (RMS value of fluctuating quantities divided by 
time mean value) was 5-10% and 2-5% for the pump exit, and 
4-7% and 2-3% for the turbine exit. The blade passing frequency 
of the pump (higher than that of the turbine) was at most 960 Hz 
in the measurement. Therefore, the fluctuation up to at least the 
second harmonic was captured, which was thought to be enough to 
evaluate the major part of the fluctuation. A set of 1,024 data were 
sampled at each measuring point and mass-averaged using instan
taneous circulatory flow velocity at the point. 
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Fig. 3 Computational grid 
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Fig. 5 Grid number dependence of solution 
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Fig. 6 Circulatory veiocity distribution at pump exit 
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Fig. 7 Circulatory velocity distribution at turbine exit 

Calibration curves for the five-hole probes were approximated 
by high-order polynomials so that the deviation of the approxi
mated results from the measured data would fall within a 1 % band 
with 95% confidence. Uncertainty of the pressure measurement 
obtained with the pressure transducers used in the experiment was 
estimated at 0.2%. Uncertainty of the steady flow velocity calcu
lated from the pressure measured with the five-hole probes was 
estimated at 3%, based on the uncertainty of the pressure mea
surements and the uncertainty of the flow angles measured during 
the calibration process using the standard procedures (Kline, 
1985). 

The static pressure inside the torque converter was neither 
measured nor subtracted from the pressure measured by the five-
hole probe. The probe was not calibrated for the range of static 
pressure variation. However, the effect of static pressure on the 
probe characteristics is regarded as negligibly small because the 
working fluid inside the torque converter was pressurized enough 
to avoid cavitation near the probe. 

Note that a small error in the angle measurement can result in 
large error in resolved velocity components at the pump exit (Dong 
et al, 1998). This is because the absolute velocity is much larger 
than the relative velocity since the blade peripheral velocity is very 
high. The measurement error of the relative flow angle at the pump 
exit was estimated at about six times as large as that at the turbine 
exit, judging from the velocity triangles. Uncertainty of the relative 
flow angle at the pump and turbine exit was estimated as ± 12 and 
±2 deg, respectively. 

Results and Discussion 

Circulatory Velocity Distribution. Figures 6 to 8 show the 
nondimensionalized tangentially mass-averaged circulatory veloc
ity distribution for e = 0-0.8 at the pump exit, the turbine exit, 
and the stator exit, respectively. Here, the circulatory velocity V, 
is defined as a component whose direction is perpendicular to the 
measurement line from the shell (outer channel wall) to the core 
(inner channel wall) in the meridional plane. 

The velocity distribution from the shell to the core at the pump 
exit for e = 0 resembles a profile of two-dimensional turbulent 
channel flow. It shows even more peaky and asymmetric profiles 
with growth in the velocity deficit near the core as the speed ratio 
e increases, i.e., at a lower flow rate (Fig. 6). In contrast, the 
distribution has flatter profiles at the turbine exit for all speed ratios 
tested (Fig. 7). Note that a small deficit in velocity is observed at 
the core in the lower speed ratio range. 

Figures 8(a)-(/;) show the velocity distribution in the contour 
profiles at the stator exit for e = 0 and 0.8, respectively. It is seen 
from Fig. 8(a) that flow deviated toward the shell on the suction 
surface. The cause of this deviation is thought to be that inflow to 
the stator has a large positive incidence angle while keeping a large 

downward pitch angle. The velocity peak moved slightly toward 
the core surface at e = 0.8 (Fig. 8(fo)), and the biggest difference 
between the two figures is that it has a flatter distribution at e = 
0.8. 

Exit Flow Angle. Figure 9 shows the exit flow angle a mass-
averaged from the shell to the core of the three elements, together 
with the exit blade angle ^. The deviation angle (la — |3I) was 
around 8 deg for the pump and the turbine regardless of the speed 
ratio, whereas it was about 10 deg in the higher speed ratio range 
and tended to increase in the lower speed ratio range for the stator. 
These results can be explained as follows. The pump and turbine 
blade passages are long and their deviation angle at the exit is not 
likely to be influenced by the flow rate and the inlet flow angle so 
much, whereas the stator blade passage is apt to be influenced by 
the inlet flow condition as its axial cascade solidity is around 1.0 
and the inlet flow angle itself varies significantly (see Fig. 17). 

Head. The theoretical head of the pump, H\, actual head of 
the turbine. Hi, and head loss of the three elements, Ai, /ij, and h^ 
(all nondimensional), are defined as follows and were obtained by 
mass-flow averaging of the velocity and pressure data measured 
with the Pitot tubes for each section. 

//, = 

H, = 

h,=H,-

2t02(rAVeA - r^'^ii^ 

( ' - Q W I ) ^ 

2 ( ^ 7 A • " PTC> 

(1) 

(2) 

(3) 

Core 
Vp/(ro6Ji) 

Shell 

(a) e=0 (b) e=0.8 

Fig. 8 Circulatory veiocity distribution at stator exit 
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Figure 10 shows the composition of each head over the speed 
ratio range tested. The combined head loss of the three elements 
equals the difference between the theoretical head of the pump and 
the real head of the turbine. It should be noted that the head loss 
of the pump was the greatest of the three in the higher speed ratio 
range (e > 0.6) while the loss of the stator increased abruptly in 
the lower speed ratio range (e < 0.2). 

Efficiency. The individual hydraulic efficiencies of the pump, 
turbine and stator, -rji, 7)2, and 7)3, are defined by the following 
expressions: 

T7i = 

"ni-

Vi 

(PTA PTC) 

P W I C ^ A V S A - rcVec) 

pMiJrAVeA - rBVea) 

[PTA ~ PTB) 

(PTB ~ PTC) 

(PTA ~ PTC) 
1 -

(6) 

(7) 

(8) 

The following relation then holds true between the hydraulic 
global efficiency TJ and TJ,, T)2, and -rjj, as the hydraulic global 
efficiency is defined as the ratio of output power to input power. 

;; TM : based on 
torquemeter readings 

0.2 0.4 0.6 0.8 

e 
Fig. 11 Efficiency 

V = Vt^liVi = (9) 

Overall efficiency TJ™ was calculated from the following ex
pression based on the torquemeter and tachometer readings. Here, 
r , and TJ were obtained by compensation of mechanical losses in 
the bearings and the oil seals (measured beforehand), disk friction 
loss between the turbine shell and the casing, and windage loss 
(using empirical formula). 

^ T M ' 

T2U12 
(10) 

Fig. 10 Head and head loss 

Figure 11 shows the hydraulic efficiency of each element and 
hydraulic global efficiency derived from Eq. (9). Pump efficiency 
was the lowest of the three elements in the speed ratio range (e > 
0.6) where vehicles are operated most frequently in everyday 
driving. The overall efficiency TJ™ defined by Eq. (10) showed 
lower values by 2-3 points in this speed ratio range. It is mainly 
because the number of measuring points was finite and they did not 
cover the flow fields near the shell and the core where considerable 
losses occurred. It is partly because the leakage flow not only 
between the elements (within the core) but also between an ele
ment and the external flow field was disregarded in the measure
ment. 

Friction Loss Coefficient. The loss model in the one-
dimensional flow model employed in the literature (Ishihara, 1955) 
consists of the friction loss, hf, and the shock loss, /i,,, which are 
given by the following expressions: 

hf=awl + Wl)/2/ir,(^,y (11) 

h,i = </>,{(?-,M<"; ~ Vpu tan /3,-1) - (r,.„,,2W/-i 

- 1/̂ ,-1,2 tan tti.u) • ('-,-i.2/'-,,i)}'/(roft)i)' (12) 

Here, a suffix "i" indicates one of the three elements (pump or 
turbine or stator). If / = 1 (pump), then "j - 1" means stator. If 
(• = 2 (turbine), then "/ - 1" means pump. For example, y,„_, 
means Vp at the pump exit if / = 2. Figures 12-14 show the 
calculated values of (hjj + h,^) for the three elements along with 
the experimental values of /i,. These values were calculated on the 
basis of the averaged circulatory velocity in measured section B 
for all elements, taking Ci as a parameter. The values of 0, used in 
the calculations were 4>i = 4>2 = 1.0 and (j)^ = 0.5. 

The experimental value of fi stayed around 1.0 in the range of 
e = 0-0.5, whereas it appeared to increase to 1.5-2.0 in the 
higher speed ratio range. The value of fj remained as low as 0.5 
over the entire tested speed ratio range because the turbine was of 
the acceleration cascade type and a serious separation was not 
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Fig. 12 Head loss for pump 
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Fig. 14 Head loss for stator 

likely to occur there. The value of f, increased to as great as 
1.5-2.0 in the lower and higher speed ratio ranges. 

Flow Visualization. The loss generation mechanism for the 
pump and stator, which both showed considerable variation of the 
apparent friction loss coefficients, was investigated by flow visu
alization near the blade passage walls. 

Figures I5{a)-(b) show photographs of the visualized flow 
pattern on the core and suction surfaces of the pump impeller at 
speed ratios of 0.6 and 0.8, respectively. A low kinetic energy 
region is apparent in both cases over the corner where the suction 
and core surfaces intersect. The separation begins just behind the 
inlet and the separated width increases gradually along the stream-
wise direction for e = 0.6 (the separation area is smaller for e < 
0.6), whereas the separation area is much larger for e = 0.8 than 
for e = 0.6. (Separation lines are shown in the sketches.) Reverse 
flow is also observed in the fore part of the region in both cases. 
The increase in the apparent friction loss coefficient for the pump 
from e — 0.6 to 0.8 is thought to be directly related to the growth 
in the low kinetic energy region noted above, as a significant low 
kinetic energy region was not found anywhere else in the pump. 
Similar growth in the low kinetic energy region in the higher speed 
ratio range was also observed in the LDV measurements reported 
by Brun et al. (1996). 

The separation condition observed in the visualized flow near 
the stator blade surface in the three speed ratios is summarized in 
Table 3. In this table, the definition of trailing edge separation 
includes not only the separation near the trailing edge but also the 
separation on the latter half of the blade surface. It is seen that 
leading edge separation occurred in the lower and higher speed 
ratio ranges, where the friction loss coefficient for the stator 
increased. Photographs of the visualized flow on the pressure 
surface (leading edge separation) and on the suction surface (trail
ing edge separation) of the stator at e = 0.8 are shown in Fig. 
16(a)-(^) as examples. 

Figure 17 shows the one-dimensional velocity vectors on the 

h2 
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0 
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^>?I>-̂ <? 

1 1 """r u.... 
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Fig. 13 Head loss for turbine 
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design path at the stator inlet, which are based on measurements 
made with the five-hole Pitot tubes. The inlet flow angle varied 
significantly from a = 49 deg (e = 0) to a = —39 deg {e = 0.8). 
Therefore, it is only natural that large-scale separation would occur 
on the suction surface at e = 0 and on the pressure surface at e = 
0.8 because of the excessive incidence angle of the stator, even 
though a relatively thick blade profile was employed. This obser
vation well explains the visualization results in Table 3. A large-
scale separation results in an apparent increase in the friction loss 
coefficient for the stator in Fig. 14 as the shock loss only simulates 
a small-scale separation near the leading edge (it often reattaches 
and forms a separation bubble) (Senoo, 1984). 

CFD Analysis. In order to better understand the loss genera
tion mechanism in the pump, three-dimensional viscous calcula
tions were performed through the three elements. A total of 
166,800 grid cells (26 X 30 X 80: pitch X span X longitude for 
the pump and turbine, 28 X 30 X 50 for the stator) were used in 
the calculations. 

Main Stream. Figures 18(a)-(fo) show the computed nondi-
mensional circulatory velocity distribution from the shell to the 
core in five cross sections (0/4—4/4) in the pump at e = 0.6 and 
e = 0.8, respectively. Here, the circulatory velocity V,, is defined 
as a component whose direction is perpendicular to the computing 
mesh line from the shell to the core in the meridional plane. The 
circulatory velocity near the core tends to decrease in the range 
from the inlet (0/4) to the middle (2/4) of the passage and the 
distribution becomes more nonuniform as the speed ratio in
creases, whereas the distribution is relatively uniform near the exit 
(4/4) at both speed ratios. The corresponding experimental data in 
Fig. 6 do not show such a fully developed flow profile at e = 0.6 
and 0.8. It is probably because the computation was conducted 
with the fe-e turbulence model, which is based on high Reynolds 
number flow, whereas the actual flow in the torque converter was 
low Reynolds number turbulent flow. 

Figure 19 shows the computed relative inlet flow angle distri
bution at three speed ratios together with the blade inlet angle. The 
incidence angle is negative over almost the entire span at e = 0.05 
and e = 0.6 as the flow rate is distant from that of the design point. 
The incidence angle shows a smaU negative value from the mid-
span to the shell at e = 0.8 as the speed ratio is near that of the 
design point, whereas it displays a large positive value near the 
core. This large positive incidence angle is caused mainly by the 
circulatory velocity deficit near the core noted above, and partly by 
the large peripheral velocity of the pump impeller near the core. 

Figure 20 shows the computed nondimensional circulatory ve
locity distribution from the shefl to the core in four cross sections 
(1/4-4/4) in the stator at e = 0.8. The distribution is relatively 
uniform just behind the stator inlet (1/4), whereas the velocity 
deficit near the core increases in the downstream direction (toward 
the pump), which means the circulatory velocity deficit in the 
pump ranges to the middle of the stator passage upstream in the 
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(a) e»0.6 W *=''-8 

Fig. 15 Visualized flow patterns In pump 

pump. The inlet loss and the velocity reduction loss increase 
toward the core at e = 0.8 because the stator works as a decel
eration type cascade and the incidence angle has a larger negative 
value. The earlier leading edge separation near the core on the 
pressure surface is verified in Fig. 16(a). 

Figures 2l(a)-{b) show the computed circulatory velocity dis
tribution in the middle and the exit cross sections of the pump, 
respectively. Reverse flowis observed near the core on the suction 
surface in the middle of the passage while no reverse flow is seen 
at the exit. This is because the flow is decelerating in the fore half, 
but is accelerating in the latter half as the test impeller was of the 

Table 3 Separation condition 

Speed ratio 
0 

0.6 
0.8 

Pressure surface 
No separation 
No separation 
L.E. separation 

Suction surface 
L.E. separation 
T.E. separation 
T.E. separation 

Sholl 

(a) Pressure surface 

Shell 

rbl Suction surlace 

Fig. 16 Visualized flow patterns In stator at e = 0.8 

e-0.8 

Fig. 17 Velocity vectors at stator inlet 
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forward lean type. The area of flow reversal is smaller in the 
middle of the passage at e = 0.6 compared with that at e = 0.8, 
but the tendency is the same at both speed ratios. 

Flow Near the Wall. Figures 22(a)-(b) show the computed 
secondary flow vectors on the core and suction surfaces of the 
pump at e = 0.6 and e = 0.8, respectively. The magnitude of the 
arrows was nondimensionalized by the mean circulatory velocity 
at the pump exit. Compared with the corresponding visualized 
results in Fig. 15, the computation results show satisfactory pre
diction of the major features of the flow pattern. Qualitative but 
essential characteristics of the flow pattern were simulated by the 
computations, including: (1) the location of a low kinetic energy 

Shell 

Core 

4/4 A. sy y 

^''^/LfL/i 

. .. .-v^=5?^*^^ 1 , , , 

0 0.1 0.2 0.3 0.4 0.5 
Non-dimensional circulatory velocity Vp/(ro(oi) 
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0 0.1 0.2 0.3 0.4 0.5 
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(b) e=0.8 

Fig. 18 Circulatory velocity distribution in pump 
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Fig. 19 Relative flow angle at pump Inlet 

region covering the core and suction surfaces, (2) the growth of the 
region from e = 0.6 to 0.8, and (3) the presence of reverse flow 
in a fore part of the region. 

A secondary flow, the velocity of which has a component going 
from the pressure to the suction surface on the core surface and 
from the core to the shell surface on the suction surface, is seen in 
the fore part of the region. Another secondary flow, the velocity of 
which has a component going from the shell to the core surface on 
the suction surface, is seen in the latter part of the region, on the 
contrary. 

Loss Distribution. Figure 23 shows the nondimensional roth-
alpy change distribution from the inlet to the exit, (A/)*, where the 
rothalpy change from the inlet. A/, was normalized by the theo
retical head of the pump, // , . i'* is the distance nondimensional-
ized by the full length of .s. The leading edge corresponds to about 
s* = 0.05, and the trailing edge corresponds to about s* = 0.95. 
A concentrated loss occurs just behind the inlet due to a so-called 
shock loss. The following region where the slopes of the curves are 
less steep than in the inlet region corresponds to the area where 
reverse flow occurs. The slopes of the curves become more mod-

Shell 

Core 

0 0.1 0.2 0.3 0.4 

Non-dimensional circulatory velocity Vp/(roMi) 

Fig. 20 Circulatory velocity distribution in stator at e = 0.8 

Shell 

core 

Core 

(a) middle (b) exit 

(a) 6=0.6 (b) e=0.8 

Fig. 22 Computed secondary flow vectors in pump 

erate after the reverse flow region and reach the exit with a smaller 
loss. The large change in rothalpy observed just behind the exit is 
due to the mixing loss resulting from the mixing of the boundary 
layers on the pressure and suction surfaces. The figure indicates 
that the nondimensional rothalpy change at e = 0.6 was lower 
than that at e = 0.8 at the exit, which means the pump efficiency 
was lower for e = 0.6 than for e = 0.8. This tendency coincides 
with the experimental result of TJ, in Fig. 11. 

Figures lA{a)-(b) show the computed nondimensional rothapy 
change distribution in the two major cross-sections, middle and 
exit for e = 0.6. The lowest rothalpy change occurred near the 
corner where the suction surface and core surface intersected. The 
lowest rothalpy change was more on the suction surface in the 
middle of the passage, whereas it was more on the core surface at 
the exit. 

Flow in the boundary layer of the radial impeller is generally 
dominated by the pressure field of the main stream corresponding 
to the centrifugal force due to the stream line curvature on the 
meridional plane (MC force), similarly to flow within elbow, the 
Coriolis force due to impeller rotation (CO force), and the centrif
ugal force due to the stream line curvature on the blade-to-blade 
surface (BC force), as shown in Fig. 25(a) (Tsujita et al., 1996). 

The main stream axially enters the pump impeller and flows 
nearly radially through most of the passage as in an ordinary radial 
impeller. The combined effect of the CO force and BC force in the 
main stream is the blade loading (i.e., the pressure difference 
between the blade pressure and suction surfaces). Fluid with lower 
velocity than that of the main stream flows from the pressure 

e=0.8 

-0.04 h 

-0.05 

^ reverse (low(e=0.a) ,^ 

0.2 0.4 0.6 0.8 1.0 
s* 

Fig. 21 Nondimensional circulatory velocity distribution in cross sec
tions of pump at e = 0.8 

Fig. 23 Nondimensional rothalpy change distribution from inlet to exit 
in pump 
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Fig. 24 Nondltnenslonal rothalpy change distribution in cross sections 
of pump at e = 0.6 

surface to the suction surface, as the total of the two forces in the 
slow fluid is smaller than that of the main stream and does not 
overcome the pressure difference between the pressure and the 
suction surfaces (Fig. 25(a) (ii)). The MC force drives the fluid on 
the blade surfaces towards the core (Fig. 25(a) (i)). There is more 
accumulation of low kinetic energy fluid on the suction surface in 
the middle of the passage in Fig. 24(a) because the total of the CO 
force and BC force is larger than the MC force. 

The main stream turns from the radial to the axial direction 
towards the exit, where the blade loading approaches zero. As a 
result, the secondary flow shown in Fig. 25(b) (ii) is very weak. 
Low kinetic energy fluid accumulated more on the core surface at 
the exit in Fig. 24(b) because the radial pressure gradient in
creased, as the MC force due to the stream line curvature in the 
meridional plane was added by the CO force, 2WeO), and the 
centrifugal force, Wl/r (RC force), both stemming from the for
ward lean exit angle of the impeller (Fig. 25(b) (i)). 

Figures 26(a)-(b) show the computed secondary flow vectors in 
the two major cross-sections, middle and exit for e = 0.6 in the 
pump. The figures are viewed from the upstream of the pump 
impeller, and the length of vectors are normalized by the peripheral 
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Fig. 25 Schematic of typical secondary flow patterns in cross sections 
of pump 

Core 

(a) middle 

Fig. 26 Computed secondary flow vectors In cross sections of pump at 
e = 0.6 

velocity of the pump exit, roWi. A clear secondary flow, whose 
vorticity is clockwise, is found in the middle of the passage on the 
one hand (Fig. 26(a)). A stronger secondary flow, whose vorticity 
is counter-clockwise, is found in the exit of the passage on the 
other hand (Fig. 26(b)). The behavior of the low kinetic energy 
fluid in the vicinity of the comer, where the suction surface and 
core surface intersected (Figs. 24(a)-(b)), can be well explained by 
these secondary flows. 

Concluding Remarks 

• The individual performance of the three torque converter 
elements, which has rarely been discussed so far, was defined and 
evaluated on the basis of flow data measured with five-hole Pilot 
tubes. The head loss was the highest and efficiency the lowest for 
the pump in the speed ratio range where vehicles are most fre
quently operated in everyday driving. 

• Calculations performed with a one-dimensional flow model 
revealed that the apparent friction loss coefficient of the turbine 
was nearly constant over the entire tested speed ratio range, 
whereas the coefficients of the pump and stator varied consider
ably according to the operating speed ratio. 

• Flow visuaUzation by a liquid-resin film method revealed 
that an increase in the apparent friction loss coefficient of the pump 
in the higher speed ratio range was directly related to an increase 
in the area of a low kinetic energy region spreading over the corner 
where the suction and core surfaces intersected. The increase in the 
apparent friction loss coefficient of the stator in the lower and 
higher speed ratio ranges was caused by leading edge separation 
on the suction and pressure surfaces, respectively. 

• Flow in the pump in the higher speed ratio range was 
analyzed numerically by using a general CFD code. The results 
predicted that a circulatory velocity deficit occurred near the core 
at the pump inlet, which ranged to the middle of the stator passage. 
Reverse flow was also computed near the core on the suction 
surface in the middle of the passage while no reverse flow was 
seen at the exit. The computation results of the flow pattern near 
the core and suction surfaces showed good qualitative agreement 
with flow visualization indications. The results predicted the loss 
distribution from the inlet to the exit and indicated that the pump 
efficiency was lower for e = 0.6 than for e = 0.8, which 
coincided with the measured results. The results also showed that 
the low kinetic energy region was more on the suction surface in 
the middle of the passage, whereas it was more on the core surface 
at the exit. 

• The procedure presented here is useful not only in improving 
performance prediction accuracy for the torque converter but also 
in determining a direction for design improvement. In the next 
stage of the study, it will be necessary to make more detailed 
measurements and more accurate computations of flow in the three 
elements. 
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Experimental Study on the 
Aeroacoustic Behavior of a 
Forward-Curved Blades 
Centrifugal Fan 
In this paper, an aeroacoustic study on a forward-curved blades centrifugal fan has been 
carried out. As a first step, the fan performance curves, i.e., total pressure, power, 
efficiency and sound power level versus flow rate were obtained, showing its unstable 
behavior over a wide operating range. Second, the fan sound power level spectra for 
several working conditions were determined. For this purpose a normalized installation 
for testing in laboratory was designed and constructed. Afterwards, the velocity and 
pressure fields, both at the inlet and outlet planes of the impeller were measured using hot 
wire probes and pressure transducers, for different operating conditions. Finally, the 
aeroacoustic behavior of the fan was determined measuring the vorticity field at the 
impeller outlet, which is known to be related to tonal noise generation. This relation is 
worked out using the theory of vortex sound, developed by several authors during the 
second half of this century. The paper .shows that the generation of tonal noise is produced 
at the blade passing frequency and it. increases with the flow rate. Although the main 
contribution to fan noise generation is due to mechanical sources, the bands in which 
aerodynamic noise is generated by these fans correspond to frequencies especially 
unpleasant to the human ear. Therefore, the research presented in this paper may be of 
considerable interest, establishing a starting point for the design of quieter and more 
efficient fans. 

Introduction 

Forward-curved blades centrifugal fans usually exhibit instabil
ity phenomena, which reduce their operating range. A basic feature 
of their impellers is the inefficient flow guiding, as a result of the 
short radial length of the blades and their strong curvature. Usu
ally, this effect is counterbalanced by a greater number of blades. 
Such an arrangement can cause the flow to stall, even at design 
conditions. A perturbation at the inlet or at the outlet planes can be 
amplified, giving rise to flow instabilities both in the fan and in the 
system. Cau et al. (1987) show in their work that the poor design 
of the flow channel in these fans causes a severely distorted 
primary flow, with early flow separation on the suction side at both 
design and low flow rates. They ascribed the inefficiencies of these 
machines to the sharp axial to radial bend, to the large inlet gap 
between inlet cone and impeller shroud and to the poor matching 
between impeller outlet and volute. 

Most of the studies on aerodynamic noise generated by moving 
blades are based on the acoustic analogy (Lighthill, 1952). Another 
interesting theory, used in this work, is Powell's theory of vortex 
sound (1964), that expresses noise generation as a function of 
velocity and vorticity fields. Thompson and Hourigan (1992) made 
a prediction of the blade passing tone of a centrifugal fan by 
solving the Powell's wave equation using a finite element method. 
The acoustic forcing term was derived from experimental velocity 
data obtained by Shepherd and Lafontaine (1992) using a Particle 
Image Velocimetry (PIV) method. 

In the solution of the wave equation presented by Ffowcs 
Williams and Hawkings (1969), some terms are identified with 
the different aeroacoustic generation mechanisms which appear 
when solid surfaces are moving: quadrupolar noise, related to 
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nical Editor: B. Schiavello. 

turbulence shear stresses; dipolar noise, produced by steady and 
unsteady forces exerted by the moving surfaces on the flow; and 
monopolar or thickness noise, due to the volume displacement 
of the moving surfaces. Among the above mentioned mecha
nisms, the main contribution to the noise generated by fans is 
due to the forces acting on the blades, vanes and casing, 
produced by their interaction with the turbulent flow. Forces on 
the blades can be periodic or random, and so the resulting sound 
field will have either discrete or broad band components (Neise, 
1992). Discrete components due to this mechanism are pro
duced at the blade passing frequency and their harmonics as 
usually encountered in industrial fans. 

In this paper, an experimental study of the aeroacoustic behavior 
of a forward-curved blades centrifugal fan is carried out. First, the 
fan performance curves and the fan sound power level were 
measured. Second, the vorticity field was calculated from velocity 
and pressure measurements and it was used to explain some noise 
generation features of the fan, using Powell's theory to relate noise 
generation to aerodynamic phenomena. 

Performance and Noise Testing 
The tests were made on a simple aspirating centrifugal fan. The 

shrouded rotor has an inlet diameter of 300 mm, an outlet diameter 
of 400 mm and a width of 150 mm. It has 38 forward-curved 
blades and is driven by an AC 9.2 kW motor. The impeller rotates 
at 1460 rpm with a fluctuation level lower than 0.5 percent for the 
whole range of the analyzed flow rates. The volute has a width of 
248 mm. 

Figure 1 shows a sketch of the fan with the main dimensions 
expressed in mm. The minimum distance between the fan impeller 
and the volute is 50 mm at the tongue. The inlet blade angle is 0 
deg with respect to the radial direction and therefore there is 
non-zero incidence and flow separation occurs for all the flow 
conditions. The outlet blade angle is 74° relative to the radial 
direction. The fan inlet is open to the ambient air. 
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Dimensions in mm 

Fig. 1 Te8t fan 

A test facility was designed and built following British Standard 
BS 848: Part 1 (1980) and BS 848: Part 2 (1985). In this way, the 
same facility could be used to measure the fan performance curves 
and the fan acoustic behavior. Figure 2 shows a sketch of this test 
facility with its main elements. After leaving the fan, air passes 
through a straightener in order to remove the swirl generated by 
the fan; the measurement instruments were placed at sections A 
(static pressure) and B (flow rate and sound pressure level). At the 
end of the facility, an anechoic termination removes undesired 
noise reflections and the regulation cone permits to modify the fan 
operating point. 

The performance curves and the SWL spectra were obtained 
following the procedures indicated on the already mentioned Brit
ish Standards. The flow rate was measured with a Pitot-static tube, 
placed at section B, using the traversing method described in the 
Standard. Static pressure was measured using a differential ma
nometer with one side connected to four wall tappings evenly 
distributed at Section A and the other side open to the atmospheric 
pressure in the laboratory. Velocity head was deduced from the 
flow rate and the duct cross section. 

The following uncertainties were established for the measured 
and calculated magnitudes: 

-Differential total pressure: ±1.4% (±21 Pa). 
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Fig. 3 Totai differential pressure and efficiency versus flow rate 

-Flow rate: ±2% (±0.06 mVs). 
-Shaft power: ±2% (±0.19 kW). 
-Sound power level: ranges between ±1.6 dB and ±4 dB de

pending upon the frequency band considered: 

Frequency (Hz) Uncertainty (dB) 
50 
63 
80 

100 
125 

160 to 2500 
3150 to 4000 

5000 
6300 to 8000 

10000 

3.5 
3.0 
2.5 
2.5 
2.0 
1.6 
2.0 
2.5 
2.5 
4.0 

Figure 3 shows differential total pressure and efficiency against 
the flow rate and Fig. 4 shows shaft power and sound power level 
(SWL) versus flow rate. Qo refers to the flow rate at the best 
efficiency point and Efo refers to the corresponding efficiency. The 
values obtained for these variables were Qo = 1.7 mVs and Efo = 
0.63. On the differential total pressure curve a wide zone with 
positive slope, in which some aerodynamic unstable phenomena 
may appear, can be observed. Furthermore, the design point, 
corresponding to the highest efficiency falls within that zone, 
revealing an unsuitable fan design. The references consulted by the 
authors mention the following aerodynamic instability phenomena 
which are responsible for the increase in noise generation and level 
of mechanical vibrations and the decrease in aerodynamic perfor
mance: flow separation in the blade channels, reverse flow and 
prerotation at fan suction. The shaft power curve increases with the 
flow rate, thus causing a drive overload when working at high flow 
rates during long periods of time. 

The sound pressure level was measured with a Briiel & Kjaer 

Nomenclature 

Co = sound velocity 
Ef = efficiency 

Efo = maximum efficiency 
p = pressure 

p' = pressure fluctuation 
Q = flow rate 

Qo = design flow rate 
r = radial coordinate 

SWL = sound power level 
t = time 

M = velocity field without the acoustic U = blade speed at rotor exit 
fluctuations 

V = absolute velocity 
V, = radial component of the absolute 

velocity 
V„, - mean radial component of the ab

solute velocity 
Vig = tangential component of the abso

lute velocity 

6 = tangential coordinate 
p = density 

Po = density of the mean flow 
o) = vorticity field without the acoustic 

fluctuations 
<ii^ = axial component of vorticity 
O = impeller rotation velocity 
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Fig. 4 Sliaft power and SWL versus flow rate 

modular sound level meter with a level 1 precision. A | in. 
microphone protected with a nose cone was used. The sound level 
meter incorporates analogical filters and a frequency analysis mod
ule. The fan sound power level was obtained using the sound 
pressure levels measured and the procedure described in the al
ready mentioned British Standard. 

In the SWL curve shown in Fig. 4, higher levels were measured 
at the lower flow rates. The lowest value of this level corresponds 
with the highest value of efficiency, and after that point, its value 
increases slightly with the flow rate. 

Figure 5 shows the SWL spectrum measured at 40 percent of the 
design flow rate. Noise at low frequencies is dominant and the 
band with the highest value includes the impeller rotational fre
quency (25 Hz band). Its fifth harmonic (160 Hz band) is also 
clearly shown, while the blade passing frequency, included in the 
1000 Hz band, contains much less power when compared to the 
lower frequencies. 

On Fig. 6 the SWL spectrum measured for the design point is 
plotted. Even though low frequency noise is remarkably reduced in 
comparison with the previous case, the most predominant fre
quency is again the impeller rotational frequency; (its second and 
fifth harmonics can also be clearly observed). The level of the fifth 
harmonic is invariable with the flow rate, indicating a mechanical 
origin of the noise generated in this band. The levels of the blade 
passing frequency and its second harmonic are still small if com
pared to the lower frequency levels. Moreover, the measured 
pressure distribution around the impeller exit did not reveal a 
significant axisymmetry that could explain the behavior at low 
frequencies. This behavior is not apparent in other fan geometries 
for which the blade passing frequency is dominant. As was stated 
by Neise (1992), this is not the typical behavior of an industrial 
fan: in backward-curved bladed fans with a better aerodynamic 
design, a bigger contribution of the tonal noise at the blade passing 
frequency should be expected. 

20 31.5 60 60 126 200 316 500 800 1.26 2K 3.16 6K 8K 

Frequency (Hz) 

Fig. 5 SWL spectrum, 0.4 x Qo 
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Figure 7 shows the evolution of the SWL for the impeller and 
the blade passing frequency with the flow rate. The noise generated 
at the impeller rotational frequency exhibits its lowest values 
between I and 1.4 times the design flow rate, and increases 
dramatically at lower flow rates. Regarding the blade passing 
frequency, the generated noise is much lower than its value at the 
impeller rotational frequency for all the flow rates investigated 
showing a lowest value at 0.7 times the design flow rate. Below 
that value the level increases slightly and above that value the level 
increases remarkably. The noise generated at the blade passing 
frequency (so-called tonal noise) is mainly due to the interaction 
between the blades wakes and the volute tongue. It is well known 
(Neise, 1992) that for industrial fans, when the flow rate increases, 
the wakes become bigger and this noise also increases. 

Aerodynamic Testing 
For three operating conditions (the design flow rate Qo, 0.4 X 

Qo and 0.7 X Qo, all included in the positive slope zone of the 
total pressure curve), the flow field at the impeller exit plane was 
measured. For that purpose, pressure and velocity signals were 
measured on two radial locations, taking measurements on 12 
circumferential points evenly distributed on each location (Fig. 8). 
The inner location (named I) has a radius of 210 mm and the outer 
location (named E) has a radius of 240 mm. These measurements 
were taken at mid span; in addition, the spanwise variation of the 
flow field was obtained by taking velocity measurements in dif
ferent axial positions for several circumferential points. Although 
the tangential component was found to be almost constant over the 
rotor width, the radial component decreased clearly at both impel
ler width ends. 

Pressure signals were taken with a Briiel & Kjaer 4135 | " 
microphone, for which the frequency response and pressure range 
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Fig. 7 SWL versus flow rate 
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Fig. 8 Measurements points and absolute veiocity vectors at impelier 
outlet, 0.7 X Oo 

were 20 kHz and 2 • 10"' - 6400 Pa, respectively. The micro
phone was calibrated using the Briiel & Kjaer 4230 sound level 
calibrator and was placed at 90 deg to the flow direction, only 
protected with its standard grid. The uncertainty of the pressure 
measurements was estimated to be ±1 dB (±2.3 X 10"' Pa). 

To measure the radial and the tangential components of the 
absolute velocity at the impeller exit, a two-wire probe was used. 
Hot wire anemometry is able to get the two-dimensional character 
of the flow with a high temporal resolution (Comte-Bellot, 1976). 
A direct calibration procedure of the probe was selected. It is 
possible to derive two calibration coefficients to represent flow 
angle and velocity magnitude changes. The variation of these 
coefficients is established through an angular calibration and the 
resulting curves were used instead of the response equations of the 
wires. Full details of the calibration procedure and the methodol
ogy used can be found in Blanco-Marigorta et al. (1998) and 
Velarde-Sudrez (1997). For the two-wire probe, the angular and 
velocity uncertainties were estimated to be 2 deg and 2 percent, 
respectively. The probe support has a diameter of 4 mm. The wires 
are in a plane perpendicular to the axis of the support and they 
form an angle of 120 deg. The length of the wires is 2 mm and their 
diameter 5 jutm; therefore, their aspect ratio is 400. The minimum 
distance between the wires is 1 mm. These dimensions can be 
compared to the impeller blade span; 33 mm, and the distance 
between the impeller and the volute tongue: 50 mm. 

Velocity data were acquired with the anemometer IFA-100 of 
TSI Inc. and registered with the digital recorder STOREPLEX 
DELTA of RACAL Recorders Ltd. Apart from the wires signals, 
a one pulse per revolution trigger signal was also acquired. This 
signal helps to delimit the impeller revolutions in the wires signals. 
Then, data were introduced in a personal computer using an 
analog-to-digital card DAS16/330i of ComputerBoards Inc. Data 
were stored in files and transformed according to the calibration 
charts of the probe to obtain the flow velocity and the flow angle. 
The data acquisition frequency was chosen equal to 11.4 kHz per 
channel (380 points per revolution) to obtain a good resolution and 
the filtering frequency was set at 5 kHz per channel, to avoid 
aliasing. 

Pressure and velocity measurements were also taken at the inlet 
of the fan by placing an aspiration duct. Contrary to what could be 
expected from the literature survey, they did not reveal the exis
tence of inlet reverse flow or prerotation in the flow rate range 
under analysis. 

Figure 8 shows the mass-averaged absolute velocity field for 
0.7 X Qo, at two radial locations at the outlet of the impeller. 

4 6 8 

Tangential positions 

-•-0.4XQO -o-0.7xQo - • - Q o -x-Blade angle 

Fig. 9 Mean relative flow angle at Impeller outlet 

which were placed 10 mm and 40 mm from the impeller exit plane 
in the radial direction. Data were averaged for 20 impeller rota
tions. The measurement positions were at the middle plane of the 
impeller width. The mean absolute flow velocity at the impeller 
outlet was split up in the impeller tip velocity, U = 32 m/s, and 
the mean relative flow velocity, thus obtaining the mean relative 
flow angle, which is compared in Fig. 9 to the blade outlet angle, 
both measured with respect to the radial direction, for all the 
circumferential positions. 

Figure 10 shows the absolute velocity field pitch-averaged, at 
point 6 of the inner circumferential location. 20 rotor revolutions 
were averaged to obtain these results. The radial component, V„ 
was normalized using the mean value V™ of that component at that 
radial location for all the 12 measurement locations. The tangential 
component, V,g, was normalized using the impeller tip velocity. 
The numbers 1, 2 . . . refer to evenly distributed points between 
two impeller blades. The jet-wake structure is not so clear as in 
backward-curved blades centrifugal fans, although the presence of 
the blade wakes can be observed in both velocity components for 
all the measured flow rates. Behind the wake, both components 
have a minimum. The tangential component increases with the 
flow rate, as expected as these flow rates belong to the unstable 
zone, in which total pressure increases with flow rate. Figure 11 
shows the same distributions as Fig. 10 but at point 10 of the inner 
radial location. The jet-wake structure is not so clear as in the 
previous case. Whereas at point 6 the normalized radial component 
remains higher than 1, at point 10 is always lower than 1, revealing 
a flow asymmetry around the impeller outlet. 

Figure 12 shows the frequency spectrum of the tangential ab
solute component corresponding to 0,7 X Qo at point 5 of the 
inner radial location. In this figure, the peaks due to the blade 
passing frequency and its second harmonic can be clearly ob
served. However, the jet-wake structure and the peak due to the 
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blade passing frequency are not so clear at all the circumferential 
positions, showing a lack of flow uniformity around the impeller 
outlet. Broad band components appear in the circumferential po
sitions closer to the volute tongue, whereas the peak due to the 
blade passing frequency disappears. 

Aeroacoustic Coupling 
Once the flow was determined, some of the aerodynamic fea

tures observed were to be related to the fan noise generation, by 
means of Powell's equation (1964): 

1 dy 
dt 

2 - - A p ' =p„V(wX u) (1) 

where p ' represents the acoustic pressure fluctuations. Lighthill's 
analogy considers the flow field as a superposition of a small 
amplitude fluctuating sound field and a nonperturbed aerodynamic 
field that generates the fluctuating field. Powell's equation is an 
alternative to Lighthill's analogy that relates the change with space 
and time of the pressure fluctuations to the unperturbed aerody
namic field. 

With the measurements taken only in two radial locations, the 
source term on the right hand was not fully determined because no 
derivative could be made in the radial direction. Therefore, the 
aeroacoustic coupling was studied using only the axial component 
of the vorticity, co^. This vorticity component was obtained using 
Crocco's formulation of the Euler's equation: 

du Ip V 

70% Qo. Point 51 

(2) 
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Fig. 12 Spectrum of the tangential component of velocity, 0.7 x Qo, 
Point 5 / 
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Considering the circumferential component of that equation, ŵ  
can be calculated as follows: 

dt 
1 a 
'rJe 

p V^ 
(3) 

Chu et al. (1995) make a similar approach to obtain the pressure 
field in a centrifugal pump, using Particle Displacement Velocim-
etry (PDV) to obtain velocity and vorticity fields. 

The time derivative of the tangential component is estimated by 
the following quotient: 

dV„ V„{n + 1) - V„in) 

dt Af 
(4) 

where V,g(n) and V,g(n + 1) are two values acquired at consec
utive instants at a fixed circumferential position, and A? is the 
inverse of the acquisition frequency. 

The spatial derivative in the circumferential direction of the total 
pressure is represented by the following quotient: 

de\p 2 

__ 1 p(« + 1) - p(«) 1 V\n -h i ) - V\n) 

p A0 ^2 A0 ^' 

where pin), p{n + 1), V{n) and V{n + 1) are values acquired at 
consecutive instants. In this case, the angular step AS is calculated 
taking into account that the signal at point (« -f- 1) is equivalent to the 
signal at point (n), but displaced Ar in time, i.e., A9 = Af X Cl. 

A computer code based on Eq. (5) was written in C language in 
order to calculate the vorticity field starting from the experimental 
data of pressure and velocity fields. The vorticity was calculated 
for all the measurement points and for the three flow rates studied. 
The maximum uncertainty for the vorticity was estimated to be 
four percent. A trigger signal activated with the impeller rotation 
was used in order to ensure a right synchronization between 
pressure and velocity signals. Once the time evolution of the 
vorticity was computed, a Fast Fourier Transform (FFT) algorithm 
was applied in order to obtain the corresponding spectra. 

Figure 13 shows the evolution of the vorticity, normalized with 
the impeller rotation velocity and mass-averaged over the circum
ferential extent of a blade channel at point 6 of the outer plane. The 
jet-wake structure can be observed again, mainly for increasing 
flow rates. Zones of high levels of vorticity (in absolute value) 
correspond approximately with the wake zone, whereas low abso
lute values of the vorticity correspond with the central core of the 
flow between the blades. In Fig. 14, the vorticity spectrum for the 
same position is plotted for 0.4 X Qo, and Fig. 15 shows the 
spectrum for the same point and Qo. In the former, the broad band 
components prevail, although the peak due to the blade passing 
frequency can be appreciated. This peak is clearer in the latter 
spectrum in which even the second harmonic can be appreciated 
(around 2000 Hz). As with the velocity field, the vorticity field 
exhibits substantial changes among the different positions. Only 
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Fig. 13 Axial component of the vorticity in a blade channel 
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Fig. 14 Vorticity spectrum, 0.4 x Qo, Point 6 E 

broad band spectra were obtained in the circumferential positions 
closer to the volute tongue, thus not revealing any peak due neither 
to the blade passing frequency nor to its second harmonic. 

The vorticity spectra did not show relevant peaks at low fre
quencies, which could imply that the noise generated at those 
frequencies has not aerodynamic origins. 

Conclusions 

An experimental characterization of the flow field in a forward-
curved blades centrifugal fan with unstable performance curves 
was carried out. The flow field measurements allow the study of 
the aerodynamic noise generated by the fan, which can be related 
to the vorticity and velocity fields at two impeller exit radial 
locations. 

The fan sound power level spectrum was measured, from which 
it can be concluded that the main contribution to the noise was the 
impeller rotational frequency. On the other hand, the tonal noise 
due to the blade passing frequency was much lower compared to 
the normal behavior of an industrial fan with a better aerodynamic 
design. Blade passing frequency is dominant in the velocity spec
tra, and its effects decrease with flow rate, although in the vicinity 
of the volute tongue the spectra contains broad band components 
at lower frequencies. 
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Fig. 15 Vorticity spectrum, Qo, Point 6 E 

Regarding the flow field at the two impeller exit radial locations 
considered, there is great asymmetry, with considerable changes in 
both magnitude and direction among the different circumferential 
positions. In particular, big differences appear between the circum
ferential locations closer to the volute tongue and the other ones. 

Finally, the aerodynamic features were related to the fan noise 
generation. The vorticity field shows that the main contribution to 
the fan noise is the blade passing frequency, although with great 
differences with respect to the flow rate and position around the 
impeller. As the velocity field, the vorticity spectra contain broad 
band components in the vicinity of the volute tongue. These results 
agree with the reduced importance of the tonal noise at the blade 
passing frequency in the sound power level spectra. 

Analyzing the vorticity distributions and spectra, it can be 
concluded that the tonal aerodynamic noise is produced at the 
blade passing frequency, and to a lesser extent, at its second 
harmonic, increasing with the flow rate. Some other features of the 
noise spectra (the supremacy of noise at the impeller rotational 
frequency and at other low frequencies) were not related to aero
dynamic phenomena, so they may be caused by mechanical 
sources. However, the tonal noise has to be reduced and has to be 
investigated because it occurs over a range of frequencies espe
cially unpleasant to the human ear. Therefore, the research opened 
with this work may be of considerable interest, establishing a 
starting point for the design of quieter and more efficient fans. 
Although the resuhs obtained in this work could be extrapolated to 
some other forward-curved bladed fans, the influence of key de
sign parameters such as blade angles, blade number, blade aero
dynamic loading, distance to the volute tongue and some others 
identified in the course of the research, has still to be studied. 
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Propeller Sheet Cavitation 
Predictions Using a Panel 
Method 
A boundary element method is used to predict the time-dependent cavitation on a 
propeller subject to nonaxisymmetric inflow. The convergence of the method is studied. 
The predicted cavities agree well with those observed in CAPREX, an experiment 
performed at MIT's variable pressure water tunnel. The method is modified so that 
prediction of cavities detaching at mid-chord regions is possible. An algorithm for 
predicting the cavity detachment location on the blade is described and applied on a blade 
geometry which exhibits mid-chord cavitation. 

Introduction 

In recent years, the design of high speed marine vehicles has 
become increasingly competitive. The design of efficient propul
sion systems is a very important aspect of the overall design 
process. However, as these vehicles attain higher speeds, cavita
tion can become an inhibitor to the propulsion systems. The need 
for accurate modeling of cavitation is clear since accurate predic
tion of the cavities may result in better propulsor designs. 

Recent advancements in the propulsor design industry have 
placed heavier demands on the available modeling tools. For 
example, a well-designed propulsion system will permit cavitation 
if higher efficiencies and speeds can be obtained. In extreme cases, 
racing propellers may have only a few uses because of the ex
tremely high amount of permitted cavitation. This class of propel
lers in particular, is often designed to exhibit mid-chord cavitation 
(Vorus and Mitchell, 1994) in order to reduce the cavity thickness 
and subsequently the cavity drag. Mid-chord or bubble cavitation 
may also appear on modern, conventional propeller blade designs. 
Tip-vortex (developed or incipient) and face cavitation are also 
very common in modem propeller designs. 

With the advent of faster computers, the development of codes 
with "more involved" modeling has become possible. A vortex and 
source lattice method based on a linearized cavity model was 
available as early as 1979 (Lee, 1979). The corresponding com
puter code is called PUF-3. This method was modified to include 
the leading edge corrections which accounted for the non-linear 
effect of the blade thickness on the cavity size (Kerwin and 
Kinnas, 1986; Kinnas, 1991). The option for prescribed cavity 
detachment downstream of the blade leading edge was also im
plemented in PUF-3 Kinnas and Fine, 1989). A list of more recent 
versions of PUF-3 may be found in (Kinnas et al., 1997). 

A cavitating propeller computer program using a boundary 
element method (BEM or panel method) was developed in 1992 
(Kinnas and Fine, 1992; Fine, 1992). The method implemented a 
nonlinear cavity model and also allowed for prescribed cavity 
detachment. While the vortex and source lattice method's predic
tions seem to be close to those of the boundary element method for 
some cases, the latter method always offers a more accurate 
modeling of the flow at the leading edge and of the blade 
thickness/loading coupling. The boundary element method 
(PROPCAV)' also provides a better foundation for future im-

' The boundary element method will also be referred to as "PROPCAV," the 
name of the corresponding computer code. 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
October 14, 1997; revised manuscript received February 24, 1999. Associate 
Technical Editor: J. Katz 

provements, such as the modeling of the developed tip-vortex, 
face, and mid-chord cavitation. 

In the present work, the effect of the grid parameters on PROP
CAV s predicted results is studied for a recent propeller design. 
The predicted cavity shapes are compared to those observed at an 
experiment performed at MIT's variable pressure water tunnel. In 
an effort to model mid-chord detachment, a method is proposed 
and implemented in PROPCAV. Since no universally accepted 
definition for mid-chord detachment exists, we will loosely define 
it here as detachment of the cavity "well behind" the leading edge 
of the propeller blades. The present method uses the predicted 
pressure distributions from the wetted (non-cavitating) run in order 
to formulate an initial cavity detachment line.^ This detachment 
line is used in PROPCAV (with cavitation allowed) and adjusted 
accordingly until the resulting cavity thickness is positive every
where on the cavity and the pressures on the wetted blade are 
larger than vapor pressure. The method is used to predict the 
mid-chord detachment line for a given blade geometry. 

Formulation 

A propeller subject to a general inflow wake,^ Qmu, is shown in 
Fig. 1. The following equations are more extensively described in 
(Kinnas and Fine, 1992). They are summarized here for complete
ness. 

The goal of the mathematical formulation is to determine the 
velocity, q, at any point on and near the propeller blade. With the 
velocity known, it is then possible to determine pressures, blade 
forces, thrust and torque coefficients, and the formation of water 
vapor due to low pressures (cavitation). In the coordinate system 
{xp,yp, zp), which rotates with the propeller, the velocity vector, 
q, can be expressed as a sum of the local inflow velocity, §i„, and 
the perturbation potential velocity (the velocity induced by the 
propeller), p̂en, as follows: 

q\ + (1) 

In the case of inviscid flow, the perturbation velocity can be 
expressed in terms of the perturbation potential, f/), as follows: 

§pert = V(/) (2) 

The inflow velocity, q,^, with respect to the propeller fixed system 
can be expressed as the sum of the inflow wake velocity, 5 wake, and 
the propeller's angular velocity, to, at a given location, r: 

The detachment line is the locus of points on the blade where cavitation 
begins (also referred to as detachment locations). 

' The inflow wake is the "effective" wake to the propeller, i.e., it includes the 
interactions between the vorticity in the nominal wake and the propeller. 
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Fig. 1 Propeller subject to general Inflow wai<e. The propeller fixed (XR, 
yp, Zp) and the Inertlai {x, y, z) coordinate systems are shown. 

§in = gwake + 0) X } (3) 

The perturbation potential, 4>, satisfies Laplace's equation in the 
fluid domain: 

right-hand side of Eq. (10) only contains the pressure at the level 
of the shaft due to the assumption that the inflow pressure obeys 
the hydrostatic law. If a point on the blade and the blade angle, 9B, 
are specified, then the terms gy, and 5J„ are known. d<j)/dt is 
evaluated numerically via a backward finite differencing scheme 
(Fine, 1992). Thus, with all terms accounted for, it is possible to 
solve for P. Hence, it is possible to examine pressures at any point 
on the blade. A derivation of Eq. (10) may be found in Mueller 
(1998)., 

As shown in Kinnas and Fine (1992), the dynamic boundary 
condition, Eq. (7), is equivalent to having known values of 4> on 
the cavity. The Green's identity, Eq. (5), is then solved with 
respect to t/) on the wetted blade and d^ldn on the cavity. 

The pressure coefficient, C,, is defined as: 

C„^ 
P - P. 

(11) 

rn'D^ 

where D is the diameter of the propeller and n is the rotational 
frequency (rev/s) of the propeller. The cavitation number, cr„ is 
defined similarly: 

(12) 

rn^D^ 

V'^4> = Q (4) such that cavitation will occur whenever: 

Green's third identity is applied to solve the potential problem on 
the blade and cavity surface, S, and on the trailing wake sheet, W: 

2TT4> — r ^ (^\ 
[r) 

a(i> 1 
dn r 

dS A^^^jdW (5) 

Several boundary conditions are needed to determine (̂ : 

• The kinematic boundary condition is applied on the wetted 
part of the blade: 

dn 
(6) 

The dynamic boundary condition is applied on the cavity surface: 

P - P (7) 

The Morino Kutta condition is applied at all spanwise locations of 
the blade trailing edge (Morino and Kuo, 1974): 

A(/)7- <I>T.E. - 4'T.E. = r (8) 

The closure condition is applied at all spanwise locations of the 
cavity trailing edge. 

8 = 0 (9) 

</>)•£ and 4>r.E. are the potentials at the blade trailing edge of the 
suction side and pressure side, respectively, and V is the circulation 
around the blade at the same spanwise location. S is the cavity 
height at the trailing edge of the cavity. Equation (5) and these 
boundary conditions, Eqs. (6), (7), (8), and (9), determine the 
perturbation potential on the cavity and blade. 

Once (/) has been evaluated, the pressures are determined via 
BernouUi's equation: 

d(b P 1 Pco 1 

7+2'^'"' (10) 

where P is the pressure at a point on the blade or cavity, gy is the 
hydrostatic term, and Poo is the pressure at the level of the propeller 
shaft. Equation (10) is based on the Bernoulli equation with respect 
to a rotating system of coordinates (Batchelor, 1967). Note that the 

- Cp> <T„ 

The advance ratio is defined as: 

i, = nD 

(13) 

(14) 

where V, is the ship speed. 
The cavity heights can be determined by applying the kinematic 

boundary condition on the cavity surface. It should be noted at this 
point that in order to determine the cavity shape an iterative 
process is required as described in Kinnas and Fine (1993). How
ever, in that work of Kinnas and Fine (1993) it was found that the 
cavity shape from the first iteration (when the panels are located on 
the blade under the cavity) is very close to the cavity shape 
determined from the iterative process. 

V<^' n, = -q„ (15) 

where n^ is the normal vector on the cavity surface. By executing 
the dot product in Eq. (15) and by expressing fic in terms of the 
derivatives of h (Kinnas and Fine, 1993), the following partial 
differential equation can be obtained: 

dh 

Js 
d4> 

dh 

~8v 

+ q, — cos p 

d(j> 

dv + 9»-

(^-•)] 
c o s , 3 ( ~ + Is] 

= sin^ /3 
dn 

+ q„ (16) 

where h is the cavity height. The unit vectors, s, v and n depend 
on the geometry of the panel. The vector n is normal to the blade, 
while the vectors J, and 11 are tangent to the blade. The angle 
between the vectors S and v is /3. The panel coordinate system is 
shown in Fig. 2. The values q„ q„, and q„ are the components of 
5i„ expressed in the local coordinate system. 

Equation (16) is integrated to provide the cavity heights. Finite 
difference approximations for the derivatives, (dh/ds) and 
(dh/dv), are used to determine the heights at all panels. In general, 
the heights at the trailing edge of the cavity at each radial section 
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Pand 
Vertex 

Mid-Point 

Fig. 2 The local panel coordinate system showing 3, Xf, A and fi. The 
vectors S and if are formed by the lines connecting the mid-polnts of the 
lines connecting the panel vertices. The vector fi Is normal to S and i. 

will be nonzero unless the cavity lengths have been guessed 
correctly. The value of the height at the trailing edge of the cavity 
at a particular radial section is designated as 8. When the cavity 
lengths (at each radial section) are adjusted and the problem is 
solved again, the values of S will change. Thus, the problem must 
be solved in an iterative manner. The secant method is used to 
provide subsequent guesses for cavity length. A correct guess of 
the cavity length will yield a value of S which is small. After 
several iterations, the cavity will close on the blade or wake to 
within a certain tolerance, 8,oi. Figure 3 shows a cavity that has 
closed to within this tolerance. The algorithm which solves for the 
potential and determines the cavity planform is described in more 
detail in (Fine, 1992). 

After a solution is obtained at a particular blade angle (or 
timestep), the propeller will then "click" one timestep to the next 
blade angle where the problem is solved in the same manner, but 
possibly with different inflow conditions. 

Solution Convergence 
Comprehensive studies of the convergence of the predicted 

cavity planforms from PROPCAV were performed by Fine (1992) 
and Fine and Kinnas (1993). The convergence of the predicted 
cavity planforms and cavity volume from PROPCAV is investi
gated for a recent propeller design (DTMB N4990), the geometry 
of which is given in Appendix A. The code was run under unsteady 
conditions. A non-uniform inflow wake was used. Figure 4 shows 
the nondimensionalized velocity in the x-direction. The velocities 
are nondimensionalized by the ship speed and the y and z axes are 
nondimensionalized by the propeller radius. 

In the method, the effect of the other blades on the key blade is 
accounted for iteratively over several propeller revolutions until 
convergence is achieved. The effect of the number of revolutions 
on the results is shown in Fig. 5. The graph should be read from 
left to right; the program's earher revolutions are to the left of the 
graph. Fifty panels were used in the chordwise direction of the 
blade (includes upper and lower surfaces) with ten panels in the 
spanwise direction. This is denoted as 50 X 10. As the figure 
shows, a converged solution was reached after the first two revo
lutions. This is indicated by the "leveling off of the maximum 

Blade Cavity 

0.5 -

>. 
0 -

-0.5 

-0.5 0.5 

Fig. 4 Inflow velocities in the X-directlon. The velocities are nondimen
sionalized by the ship speed, V^. 

cavity volume for the last three revolutions. Slightly better con
vergence is seen for the final two revolutions (as indicated by the 
extremely similar shapes near the bases of the last two peaks). This 
indicates that 2.5 revolutions are required for convergence. If 
slightly better convergence is desired (especially during the cavity 
collapse stage), then 3.5 revolutions may be required. For the runs 
mentioned in this paper, at least 2.5 revolutions were completed. 

The effect of the panel discretization on the predicted cavity 
volume and planform is shown in Figs. 6 and 7. Figure 6 shows 
that there is a slight difference in the predicted cavity volume for 
the 50 X 10 panel configuration. However, the convergence of the 
predicted volumes has been achieved for panel configurations with 
60 X 12 or more panels. Also, the predicted cavity planforms, 
shown in Fig. 7, are quite similar in shape, even when comparing 
the 50 X 10 run to the 80 X 16 run. The cavities plotted in Fig. 7 
occur at a blade angle of 30 deg, where the cavity volume reaches 
its maximum value, as indicated by Fig. 6. Table 1 shows the 
computational requirements for the above runs. All runs were done 
on a DEC Alpha 600-5/266. 

The run times of PROPCAV have recently been reduced by 

6.0E-03 

5.0E-03 

4.0E-03h 
m 

I I 
es.OE-os -
3 
O 

> 
2.0E-03 -

1.0E-03 -

O.OE+00 I I 1/ I L I l / I I S I I l / I '^ ' I '•' ' ' 

2 3 
Propeller Revolutions 

Fig. 3 Cavity closure condition 
Fig. 5 Cavity volume history through 4.5 revolutions, for the N4990 
propeller. 50 x 10 panels. Je = 1.0. cr„ = 3.0. 

284 / Vol. 121, JUNE 1999 Transactions of the ASME 

Downloaded 03 Jun 2010 to 171.66.16.147. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



0.005 

50x10 
60x12 
70x14 
80x16 

-180 -120 -60 0 60 120 180 
Blade Angle (Degrees) 

Fig. 6 Cavity volume plot for final revolution for 50 x 10, 60 x 12, 70 x 
14, and 80 x 16 panel configurations. Blade angle of 0 degrees is the top 
of propeller revolution. N4990 propeller. J, = 1.0. <T„ = 3.0. 

PROPCAV are shown in Figs. 8 and 9 together with the photo
graphs from Mishima et al. (1995) for two different conditions. 
PROPCAV used the corresponding inflow wake in order to take 
into account the effects of the tunnel walls (Choi and Kinnas, 
1999). The advance ratio based on tunnel speed was 0.91. The 
advance ratio in PROPCAV has been adjusted for thrust identity 
with the experiment (Young and Kinnas, 1999). A more compre
hensive investigation of the modeling of the tunnel walls is given 
in (Choi and Kinnas, 1999). 

The computer generated results agree fairly well with the ex
perimental observations as shown in Figs. 8 and 9. Some disagree
ment exists near the blade tip. PROPCAV has over-predicted the 
sheet cavitation near the tip. As seen in the lower part of Figure 8, 
the tip-vortex cavity and the sheet cavity "connect" to each other 
near the tip at the blade angle of - 3 0 deg, but not at the other blade 
angles. In Fig. 9, the vortex and sheet cavity almost connect at - 3 0 
deg. The tip-vortex cavities and sheet cavities seen in the photos 
appear to interact with each other in a seemingly unpredictable 
manner. This behavior is completely missed by the present 
method. The present cavity model is inaccurate at the tip region 
and therefore the predictions in this region are unreliable. Com
parisons with the same photographs were also made with the 
results of HPUF-3AL (a more recent version of PUF-3) (Choi and 
Kinnas, 1999), and the predicted cavity shapes also agreed well 
with the observed, except at the tip. 

modifying the cavity length computation algorithm. A complete 
description of the modifications to the code is given by Mueller 
(1998). 

Experimental Validation 
PROPCAV was used to predict the cavitation for the David 

Taylor Model Basin N4148 propeller. This propeller was recently 
tested at MIT's water tunnel in a screen generated non-
axisymmetric inflow (Mishima et al., 1995). The geometry of 
N4148 is given in Appendix A. The predicted cavity shapes from 

50x10 60x12 

Fig. 7 Cavity shapes for blade angle of 30 degrees for 50 x 10,60 x 12, 
70 X 14, and 80 x 16 panel configurations. N4990 propeller. J , = 1.0. 
tr„ = 3.0. 
Table 1 CPU times and RAM requirements for different 
panel configurations 

Paneling CPU Time RAM required 

50 X 10 
60 X 12 
70 X 14 
80 X 16 

29 min 
1.0 hr 
1.6 hr 
2.6 hr 

65 Meg 
92 Meg 

128 Meg 
175 Meg 

Mid-Chord Detachment 
A critical assumption for most cavitating propeller models is 

that the cavity always begins at the leading edge of the propeller 
blade. For most applications, this is a fair assumption. Propellers 
are often designed so that cavitation begins at the leading edge, 
thereby avoiding the potentially harmful effects of mid-chord or 
bubble cavitation. In some cases though (such as high speed, high 
efficiency propellers), the propeller can benefit from a non-leading 
edge detachment. Mid-chord cavities generally tend to be much 
thinner than leading edge cavities, thereby creating less cavity 
drag. If these characteristics are desired, then the designer will 
look for the "flat" pressure distributions that are typical of mid-
chord cavitation (Vorus and Mitchell, 1994). These "flat distribu
tions" can also be found in modern, conventional propeller designs 
and may lead to either mid-chord or bubble cavitation (Jessup et 
al., 1994). In all of these cases, the assumption of leading edge 
detachment is grossly invalid. 

PROPCAV has (since its creation) had the ability to allow the 
user to specify a constant chordwise cavity detachment location. 
The user may specify (in terms of a panel number) the position on 
the strips that cavity detachment occurs. Figure 10 shows an 
example of leading-edge detachment and detachment at 2.4 per
cent x/C. 

For the case on the left of Fig. 10, detachment was forced at the 
leading-edge of the propeller blade. For the case on the right of the 
same figure, detachment was specified on the third panel. That is, 
the cavity detached at 2.4 percent of the chordlength at each strip. 
The figure clearly shows the effect of the detachment location on 
the predicted cavity extent. A shorter cavity can be seen in the case 
of detachment downstream of the leading edge. This cavity also 
has smaller thickness and volume than the cavity that detached at 
the leading edge. A similar trend was reported by Kinnas and Fine 
(1989). Note that neither of these runs predicts the correct detach
ment location; they simply demonstrate how the cavity shape may 
be affected by moving the detachment locations. 

PROPCAV is first refined so that the detachment location is 
determined via an iterative algorithm. A mid-chord cavitating 
propeller, MC-1, was studied using a nonconstant detachment line. 
The geometry of MC-1 is given in Appendix A. An appropriate 
advance ratio (7,, = 1.04) was chosen so that flat pressure 
distributions occurred on the suction side. For this investigation, 
PROPCAV was run in a steady mode (uniform inflow wake with 
the gravitational and time varying potential terms set to zero). 
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Fig. 8 Comparison of PROPCAV's prediction to tfie experimental observations. a„ = 2.58, Panei Configuration: 60 x 15. 

Figure 11 shows the pressure distribution for the wetted (non-
cavitating) run of the propeller, MC-1. 

Note that the contour legend shows the higher values of - Cp as 
the lighter shades. The lighter the contour plot, the more likely 
cavitation is to occur. Recall from Eq. (13) that cavitation will 
occur whenever — C^ exceeds cr„. Thus, if our cavitation number 
is anywhere between about 0.8 and 1.45, mid-chord cavitation is 
likely. Accordingly, if the cavitation number is specified as a„ = 
1.22, it is possible to determine (as an initial guess) where the 
cavity is likely to detach based on the wetted pressure distribution. 
PROPCAV numerically determines this detachment line by per
forming a simple search at each strip. Figure 11 shows this initial 
detachment line superimposed on the figure. Note that it is simply 
the panel node nearest the leading edge with a value of - C,, which 
is greater than or equal to 1.22. 

The prediction of the detachment line based on the wetted 
pressure distribution is not sufficient. It is true that for the cavita
tion number of 1.22, cavitation will develop whenever — C^ is 
greater than 1.22. However, the development of a cavity on the 
blade alters the flow around the blade. The cavity itself must be 
considered when computing the flow around the blade. The de
tachment line must be solved in an iterative fashion, just as 
PROPCAV solves for the cavity shape using a different iterative 
algorithm. 

Following two fully wetted revolutions of the propeller, PROP
CAV began the cavitating computations based on the initial de
tachment line. After the cavity computations are completed at a 
given blade angle, the detachment line is modified based on the 
results at that blade angle. The cavitating pressure distributions for 
the initial and final location of the detachment line are shown in 
Figs. 12 and 13. The detachment location at a particular strip is 
adjusted according to the following criteria: 

• If the cavity at the strip has negative thickness, then the 
detachment location is moved toward the trailing edge of the 
blade. 

• If the pressure at the strip is below vapor pressure at a point 
upstream of the cavity, then the detachment location is 
moved toward the leading edge of the blade. 

These criteria when applied in two dimensions are equivalent to 
the Villat-Brillouin cavity detachment condition (Villat, 1914; 
Brillouin, 1911). 

After several revolutions of the propeller, the detachment line 
begins to "stabilize"; major adjustments to the detachment line do 
not occur. In this case, the stabilization of the detachment line 
occurred after five cavitating revolutions of the propeller blade. 
With the method, it is possible to have a slight "back and forth" 
movement of the detachment locations at certain strips. This oc
curs when the detachment location is continually adjusted first 
according to the height criterion, and then according to the pres
sure criterion (or vice versa). The authors consider these adjust
ments to have only a sUght impact on the final solution. They are 
presently considered acceptable. A "split panel" refinement of the 
detachment location would alleviate this behavior. A similar split 
panel refinement was described by Kinnas and Fine (1993). 

The cavity shape for the final detachment line is shown in Fig. 
14. Because of the nature of mid-chord cavitation, the cavity is 
plotted using a different method than that used to show the other 
cavities in previous sections of the paper. A black line on a strip 
indicates a thin cavity. If the cavity at a strip is thick enough, one 
can see the thickness with offsets normal to the blade surface. The 
predicted pressures appear to be larger than vapor pressure every
where on the wetted blade. Also, the converged cavity thicknesses 
after the third revolution are non-negative (although they are 
remarkably thin). Figure 15 compares the cavity heights at the 
third strip from the hub for the first and final revolutions of the 
propeller. 

The predictions of mid-chord cavitation by PROPCAV are 
based on a sheet cavitation model. Consequently, these predictions 
of mid-chord cavitation should be considered susceptible to errors 
because of bubble or cloud cavitation that can occur in these 

Fig. 9 Comparison of PROPCAV's prediction to the experimental observations. (T„ = 2.91, Panel Configuration: 60 x 15. 
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Fig. 10 Cavity shape predicted with detachments at leading-edge (left) 
and xlC = 2.4 percent (right). The propeller Is N4990 with 60 x 12 panels. 
<r„ = 3.0. J , = 1.0. 

regions. PROPCAV cannot predict when bubble cavitation will 
occur; the modeling of bubble and cloud cavitation is a very 
complex problem not addressed in this paper. However, coupling 
these results with observations of a cavitating propeller experiment 
may provide insight into these phenomena. This is further dis
cussed in the Future Work section. 

Conclusions 
The cavity volumes predicted by the boundary element method 

were found to converge quickly with the number of revolutions for 
the DTMB N4990 propeller. The panel configuration had a slight 

Fig. 11 Pressure distribution, wetted (non-cavitating) run. Propeller 
MC-1. Js = 1.04. Also shown is the initial detachment iine for cr„ = 1.22. 

Initial 
Final 

Fig. 13 Cavitating pressure distribution for final detachment line. 
,r„ = 1.22 

impact on the volumes, but minimal impact on the cavity plan-
form. 

The results of the boundary element method were successfully 
correlated with the cavitation experiment performed at MIT. Near 
the tip region, however, the BEM was found to overpredict appre
ciably the amount of cavitation. Recent extensions, refinements, 
and comparisons with experiments, can be found in Kinnas et al. 
(1998) and in Young and Kinnas (1999). 

An iterative method was implemented into the BEM in order to 
predict mid-chord sheet cavitation. The criteria for choosing the 
detachment location are the existence of positive cavity thick
nesses and pressures everywhere on the wetted surface which are 
greater than vapor pressure. Note that this method considers in-
viscid flow. Viscous phenomena can have an effect on the cavity 

Fig. 14 Predicted cavity shape for final detachment iine 

Detail of Cavity 
Leading Edge 

.1 0.2 0.3 0.4 0.S O.e 0.7 O.S 0.9 1 

Fig. 12 Cavitating pressure distribution for initial detachment iine. Fig. 15 Cavity heights on the third strip from the hub for the first and 
<r„ = 1.22 final cavitating revolutions 
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detachment as was shown by Franc and Michel (1985). In order to 
locate the detachment location based on the criterion of Franc and 
Michel (1985), the boundary layer on the propeller blades must be 
solved. This could be done in PROPCAV in a stripwise sense, but 
the additional computation and memory requirements would 
greatly increase the program's run times. A two-dimensional 
boundary layer solver coupled with a panel method has been 
applied on cavitating hydrofoils by Brewer and Kinnas (1997). 

Future Work 

• Continue testing and improving the mid-chord cavitation 
model. Test the model for an unsteady flow case and a 
supercavitating propeller. 

• Improve modeling of developed tip-vortex cavitation. Work 
is underway in this area. 

• Validate modeling of mid-chord cavitation. Compare the 
cavitation predictions with experimental observations of 
mid-chord or bubble cavitation. Correlate predictions with 
other observed phenomena such as bubble and cloud cavi
tation. Combined analysis and experiments could lead to an 
answer of the fundamental question: How thin must a cavity 
be in order to transform from mid-chord sheet to bubble 
cavitation? 
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A P P E N D I X A 

Propeller Geometries 

Table 2 The geometry of MC-1. 3 blades. NACA66 thickness 
distribution, a = 0.8 meanline camber distribution 

rlR 

0.200 
0.250 
0.300 
0.400 
0.500 
0.600 
0.700 
0.800 
0.900 
0.950 
1.000 

P/D 

1.000 
1.000 
1.150 
1.351 
1.351 
1.359 
1.350 
1.150 
0.800 
0.600 
0.300 

C/D 

0.174 
0.202 
0.229 
0.275 
0.312 
0.337 
0.347 
0.334 
0.280 
0.210 
0.000 

f/c 

0.0351 
0.0369 
0.0368 
0.0348 
0.0307 
0.0245 
0.0191 
0.0148 
0.0123 
0.0128 
0.0120 

t/D 

0.02865 
0.03600 
0.04410 
0.04410 
0.03600 
0.02865 
0.02190 
0.01575 
0.01010 
0.00720 
0.00440 

NOTE: The geometry of this propeller has been exaggerated to some extent 
so that mid-chord cavitation will be likely in certain regions (middle of the 
blade). Structurally, this propeller is unsound, but from a modeling per
spective, it is a useful tool for these inidal studies of mid-chord cavitadon. 

Table 3 The geometry of DTMB N4990. 5 blades. NACA66 
thickness distribution, a = 0.8 meanline camber distribution 

r/R P/D Rake Skew C/D f/C t/D 

0.30 
0.35 
0.40 
0.45 
0.50 
0.60 
0.70 
0.80 
0.90 
0.95 
1.00 

1.183 
1.360 
1.516 
1.642 
1.731 
1.795 
1.719 
1.547 
1.341 
1.245 
1.163 

-0.0004 
-0.0123 
-0.0237 
-0.0338 
-0.0414 
-0.0458 
-0.0395 
-0.0278 
-0.0141 
-0.0072 
0.0000 

0.00 
-4.53 
-7.53 
-9.21 
-9.75 
-7.96 
-3.12 
4.12 
13.41 
18.82 
24.74 

0.1776 
0.2099 
0.2412 
0.2714 
0.3020 
0.3620 
0.4200 
0.4690 
0.4650 
0.3900 
0.0010 

0.00202 
0.00533 
0.01059 
0.DI657 
0.02297 
0.02980 
0.02834 
0.02036 
0.00932 
0.00333 
-.00270 

0.04442 
0.03820 
0.03377 
0.03121 
0.03041 
0.02929 
0.02780 
0.02533 
0.02102 
0.01642 
0.00000 

Table 4 The geometry of DTMB N4148. 3 blades. NACA66 
thickness distribution, a = 0.8 meanline camber distribution 

r/R P/D C/D f/C t/D 

0.2000 
0.3000 
0.4000 
0.5000 
0.6000 
0.7000 
0.8000 
0.9000 
0.9500 
1.0000 

0.9921 
0.9967 
0.9987 
0.9975 
0.9944 
0.9907 
0.9850 
0.9788 
0.9740 
0.9680 

0.1600 
0.1818 
0.2024 
0.2196 
0.2305 
0.2311 
0.2173 
0.1806 
0.1387 
0.0010 

0.0174 
0.0195 
0.0192 
0.0175 
0.0158 
0.0143 
0.0133 
0.0125 
0.0115 
0.0000 

0.0329 
0.0282 
0.0239 
0.0198 
0.0160 
0.0125 
0.0091 
0.0060 
0.0045 
0.0000 
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Investigation of Unsteady Sheet 
Cavitation and Cloud Cavitation 
Mechanisms 
Sheet cavitation on a foil section and, in particular, its unsteady characteristics leading 
to cloud cavitation, were experimentally investigated using high-speed visualizations and 
fluctuating pressure measurements. Two sources of sheet cavitation instability were 
evidenced, the re-entrant jet and small interfacial waves. The dynamics of the re-entrant 
jet was studied using surface electrical probes. Its mean velocity at different distances 
from the leading edge was determined and its role in promoting the unsteadiness of the 
sheet cavitation and generating large cloud shedding was demonstrated. The effect of 
gravity on the dynamics of the re-entrant jet and the development of interfacial pertur
bations were examined and interpreted. Finally, control of cloud cavitation using various 
means, such as positioning a tiny obstacle (barrier) on the foil surface or performing car 
injection through a slit situated in the vicinity of the leading edge, was investigated. It was 
shown that these were very effective methods for decreasing the amplitude of the 
instabilities and even eliminating them. 

1 Introduction 
Designers of hydromechanical systems try to avoid all sources 

of instability because the induced vibrations may lead to serious 
structural damages. Sheet cavitation can develop on the rotor or 
stator blades of pumps and may exhibit, under specific conditions, 
an unstable behavior characterized by the periodic shedding of 
vapor structures. This situation, usually referred to as "cloud 
cavitation," generates nondesirable vibrations. Thus, it is of prac
tical interest (i) to define the operating conditions leading to such 
a behaviour and to know the associated shedding frequencies, (ii) 
to determine the generation mechanisms of instability in order to 
control cloud cavitation or, at least, to have a comprehensive 
understanding of the physical processes leading to it. 

Knapp et al. (1970), in his comprehensive study on cavities 
attached to a two-dimensional body, pointed out the existence of a 
re-entrant flow in the cavity closure region and listed the cyclic 
cloud shedding process as being formed by three main phases, 
namely, formation and growth, filling, and breakoff. Furness and 
Hutton (1975) numerically modelled the unsteady cavity and pre
dicted that a liquid jet should form during the growth phase. Later, 
numerous investigations confirmed the existence of the re-entrant 
jet by visualizing the cavity closure using dye injection (Le et al, 
1993) or high speed cinematography (De Lange et al, 1994). In 
spite of the fact that the re-entrant jet seems to be the major cause 
responsible for sheet cavitation instability, other possible mecha
nisms have been proposed. We can mention the role played by 
condensation shock waves as Jacobsen (1964) pointed out in his 
investigation of cavitating inducers, or the growth of surface waves 
propagating downstream on the cavity interface until transition to 
turbulence occurs, as Brennen (1969) observed for natural and 
ventilated cavities. Avellan et al. (1988) considers that cloud 
cavitation results from the growth of these interfacial instabilities. 
In contrast, Kawanami et al. (1997) recently observed that cloud 
cavitation was never generated when the re-entrant jet was ob
structed by an obstacle fitted on the foil surface and concluded that 
the re-entrant jet was responsible for cloud cavitation. Therefore, 
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whether the cavity dynamics is determined by the re-entrant jet or 
the growth of surface instabilities, or a combination of both, 
remains an open question. In order to be able to answer these 
interrogations it is necessary to gain information concerning the 
re-entrant jet dynamics and the interface instabilities, by using non 
intrusive techniques. 

This paper reports the main results of an experimental investi
gation of the unsteady sheet cavitation. It is organized as follows: 
Section 2 is devoted to characterizing the unsteady behavior of an 
attached cavity by means of visualizations and fluctuating pressure 
measurements. Section 3 contains the results of an investigation of 
the mechanisms of cloud cavitation and in particular of the re
entrant jet dynamics using electrical probes. Finally, in Section 4 
is discussed the possibility of controlling cloud cavitation using 
various means such as positioning an obstacle on the foil surface 
or performing air injection through a slit situated in the vicinity of 
the leading edge. 

2 Investigation of the Unsteady Behavior of Sheet 
Cavitation 

2.1 Experimental. Experiments were conducted in the EN-
STA Cavitation Tunnel with a test section 150 mm height, 80 mm 
width, 640 mm length. A two-dimensional foil of 150 mm chord 
and 80 mm span made in solid brass, sketched in Fig. 1, was used. 
Its cross-section had a flat upper surface and a convex lower 
surface of 195 mm radius. The foil was mounted mid-height in the 
test section and sheet cavitation was produced on its upper surface. 
The unsteady behavior of sheet cavitation was investigated by 
means of high-speed imaging in order to examine the cavity 
morphology, and by fluctuating pressure measurements in order to 
define the operating conditions leading to periodic cloud shedding 
and to measure the associated shedding frequencies. The experi
mental conditions were known with a 1% precision on the foil 
angle of attack, a 1% and a 2% precision on the flow velocity and 
the upstream pressure respectively, which leads to a 4% uncer
tainty on the cavitation number. 

Visualizations of the cavities were performed using either a 
Hycam cine camera operated at a maximum rate of 10,000 images 
per second or a Kodak Spin Physics video camera (SP2000) 
operated at 6000 images per second (Larrarte et al., 1995). Side 
views were obtained by means of the SP2000 camera, which 
enabled to collect information concerning the cross-section of the 
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150 mm 

Fig. 1 Sketch of the foil—flow configurations 

cavities, thereby their volume. Top views of the cavities were 
obtained with the film camera in order to examine the character
istic features of the interface. All the tests were conducted with 
cavities exhibiting periodic vapour cloud shedding. The selected 
film sequences and video images were numerized and the Opti-
mas® software computed aided procedures were implemented to 
facilitate the data analysis. For the side views, the cavity outline 
was determined by a grey level threshold procedure. Its cross-
section area was automatically computed by Optimas®. As an 
example, Fig. 2 illustrates one frame visualized on the TV monitor 
(Fig. 2(a)), and one enlarged image of the cavity outline (Fig. 
2(b)). Although there was a clear visual indication that the cavity 
was broken down into two smaller cavities, the threshold method 
did not permit to individualize them. This was made by manually 
introducing a cut as shown in Fig. 2(c) and Fig. 2(d). For the top 
views, assuming that the cavity was two-dimensional, the mean 
grey level at different distances from the leading edge was calcu
lated by averaging the grey level of sixteen pixels equally distrib
uted along the span direction. This allowed to obtain a grey level 
signature along the foil chord which could be interpreted in terms 
of waves or perturbations of the interface. For a detailed descrip
tion of the data analysis procedure, we refer the reader to Larrarte 
et al. (1995). 

The far field unsteady pressures generated by the cavitation 
were measured by means of a PCB model M106B50 piezo-electric 
pressure transducer (resonant frequency 40 kHz, sensibility 0.07 
mV/Pa). The latter was mounted flush on one of the vertical walls 
of the test section, 30 mm upstream the foil. The pressure data 
were processed by a HP 35665A spectrum analyzer whose fre
quency full span and default resolution were, respectively, 102.4 
kHz and 400 lines. Apart from very low frequencies, the signals 
were not filtered. The Fourier transforms of the signals were 
digitally performed from 1024 sampled data. They were averaged 
over 50 samples. Note that these measurements were intended to 
characterize the pressure fluctuations associated with the global 
behavior of the cavity and not the pressure pulses resulting in noise 
emission. 

cS^cSf 

Fig. 2 (a) Example of a frame on the TV monitor, (b) global outline of the 
cavity, (c) outline of the convected cavity and (d) Outline of the develop
ing cavity 

2.2 Results and Interpretation. Side views of the cavity. 
Fig. 3, were obtained with the high-speed video camera for a foil 
incidence, a, of 4°, a free-stream velocity, [/„, of 8 m/s, a cavi
tation number, cr, of 1.2. For these flow conditions the cavity had 
a mean cavity length, /, of 60 mm and the Reynolds number based 
on the foil chord, Re, was 1.2 X lO*". Under the assumption of a 
two-dimensional flow, the volume of the cavity could be obtained 
by multiplying its cross-sectional area, given by the analysis of the 
video images, by the width of the test section. In Fig. 4, the 
continuous line shows the volume obtained using the total area of 
the cavity cross-section (see Fig. 2(b)) as a function of time. The 
measurement uncertainty on the cavity volume was estimated at 
about 5%. The individual symbols denote the volume of the cavity 
which developed from the leading edge (see Fig. 2(d)), from its 
initiation up iintil its disappearance when the cloud shedding was 
completed. The periodic character of the cavity behavior, emerg
ing from Fig. 4, can be described as follows: 

(i) The leading edge cavity growth is initiated at 0.013 (cav
ity 2), 0.05 (cavity 3), 0.08 second (cavity 4); 

(ii) The growth is nearly linear and reaches a maximum at 
0.03 (cavity 2), 0.062 (cavity 3), 0.092 second (cavity 4). 

Nomenclature 

c = foil chord (m) 
d = distance between two neigh

bouring probes (m) 
/ = cloud shedding frequency or 

occurrence frequency of the 
re-entrant jet on the electrical 
probes (Hz) 

g = gravity acceleration (m/s^) 
/ = maximum length of the cavity 

(m) 
p = pressure (pa) 

P„ = upstream pressure (Pa) 
Q = air flow rate (mVs) 
q = dimensionless air flow rate q = 

QIU„cs (—) 

Re = Reynolds number Re = U^clv 
( - ) 

,_i,„ == cross-correlation function be
tween the outputs from the 
probes #(n - 1) and #n (V') 

s = foil span (m) 
St = Strouhal number St = ///[/„ 

( - ) 
t = time (s) 

U = fluid velocity (tn/s) 
U^ = free-stream velocity (m/s) 

V = local mean velocity of the re
entrant jet (m/s) 

X = distance from the leading edge 
(m) 

y„ = output signal from probe #n 
(V) 

a = angle of attack (degree) 
Af„-i,n = time delay between the outputs 

from probes #(n — 1) and #n 
(s) 

= surface tension (N/m) 
= wavelength (m) 
= kinematic viscosity (m^/s) 
= liquid density (kg/m^) 

cavitation number <T = 2((/'„ 
- P„)/p[/i) ( - ) 

y 
A 

p 
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Fig. 3 Timewise evolution of tiie cavity (1.67 ms between two Images-
fiow from left to right)—a = 4°, U« = 8 m/s, tr = 1.2 

Meanwhile, the cloud of the preceding cavity is totally 
evacuated; 

(iii) After the leading edge cavity reached its maximum vol
ume, a saddle type shape is seen to occur before the cavity 
is separated from the foil and the volume decreases. A 
new cycle begins. 

From the time period of the cycle, we can estimate the shedding 
frequency / at 29 Hz, which leads to a Strouhal number based on 
the length of the cavity, St, of 0.22. 

Top views of the cavity interface, for which examples are given 
in Fig. 5(a), were obtained using the cine camera for a = 0.7, [/„ 
= 6.6 m/s, a = 4°, which corresponds to Re = 9.9 X 10' and / = 
50 mm. Figure 5(^) presents the evolution of the average grey 
level with the distance from the leading edge at increasing times, 
from bottom to top. Two main phases can be singled out in this 
figure: 

Phase A: A precursor front wave (indicated by an arrow) rushes 
from the rear of the cavity toward the leading edge. This is an 
evidence of the perturbation created on the interface by the re
entrant jet propagation. The initiation of Phase A corresponds to 
the maximum cavity volume in Fig. 4. 

Phase B: After the re-entrant jet reached the leading edge and 
collided with the cavity interface, a partial break-off ensues and a 
cloud gets organized and is convected downstream. A new leading 
edge cavity begins to grow as indicated by the downstream limit of 
the perturbed region. This growth phase is called Phase B and 
corresponds to the positive rate of growth of the cavity volume in 
Fig. 4. During this phase, small scale waves trains, having a mean 

total volume 

phase B 

fronts 

phase A 

phase B 

0.02 0.04 0.06 0.08 

Fig. 4 Timewise evolution of tlie cavity volume a = 4°, U„ = 8 m/s, 
( r= 1.2 

pha.se A 

0 0.5 1 1.5 2 2.5 3 cm 

Fig. 5 Grey level profiles at different times a = 4°, U„ = 6.6 m/s, a = 0.7 

wavelength of 3 mm, propagate toward the trailing edge. This 
phase is illustrated in Fig. 3, where it can be clearly seen how the 
sheet cavity progresses from the leading edge while the previous 
detached cloud is carried downstream (Frames 3 and 4). A third 
phase which can be of very short duration, not shown in Fig. 5{b), 
corresponds to a well developed cavity without major surface 
perturbations. The cycle repeats consistently once the unstable 
situation is reached. 

The visualizations have clearly demonstrated that the phases of 
cloud shedding are as those very early schematized by Knapp et al. 
(1970) and further confirmed by other authors. Moreover, the 
interface perturbation linked to the probable propagation of a 
re-entrant jet suggests that the unsteady behavior, and the subse
quent cloud cavitation, can be attributed, at least in part, to the 
impact of the re-entrant jet with the cavity interface. However, 
small interfacial wave trains, whose precise role remains as yet to 
be defined, have been also observed. 

On account of the fastidious, time consuming and off-line anal
ysis procedures to be used to analyze the visualizations, only data 
for a limited number of operating conditions were obtained. Since 
Kubota et al. (1989) and Reisman et al. (1996) have shown that the 
unsteadiness of a sheet cavity is strongly correlated with the 
unsteady pressure signature, it was decided to carry out fluctuating 
pressure measurements. These can be analyzed in terms of shed
ding frequencies on-line, in order to determine a much larger range 
of operating conditions leading to cloud cavitation. According to 
Reisman et al. (1996), the far-field pressure is mainly related to the 
coherent collapse of the cavitation cloud. Kubota et al. (1989) 
consider that the low frequency component of the pressure fluc
tuation is caused by the large scale cyclic development and con
vection of the cavitation cloud whereas the high frequency com
ponent is related to its local structure. Therefore, it was decided to 
restrict our study to relatively narrow spans of frequency, namely 
0-800 Hz, 0-400 Hz, 0-200 Hz. This permitted to achieve a 
greater frequency resolution (i.e., 0.5 Hz for the frequency span of 
0-200 Hz). 

All the tests were performed for a fixed free-stream velocity, 8 
m/s (i.e., Re = 1.2 X 10*̂ ) and a was varied between 0° and 5° by 
steps of 0.25°. a ranged from 0.94 to 1.4. 

Figure 6 presents, for CT = 1.1, the spectra of the fluctuating 
pressure signal for eleven incidence angles. They show that, de
pending the incidence angle is lower or larger than 2°, two main 
regimes, respectively illustrated in Fig. 6(a) and Fig. 6ib), can 
occur. 

(i) For a < 2°, the spectra reveal relatively high dominant 
frequencies distributed in broad ranges of few hundreds 
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0 

800 Hz 

(b) 

_n= 4,5° 

3,5° 

0 800 Hz 

30 

'2,5° 

Fig. 6 Power spectra of the fluctuating pressure signai at different 
angies of attacit o- = 1.1, U.. = 8 m/s 

Hertz width. Visually, cavitation sheet appears to be stable 
or undergoing localized fluctuations in its closure region. 
The frequency components above 100 Hz may be due to 
interfacial instabilities (Kjeldsen, 1997) or to the shedding 
of small vapor clouds (De Lange et al., 1994). 

(ii) For a > 2°, the spectra show sharp dominant spectral 
peaks (notice the change of the scale on the vertical axis). 
The dominant frequencies are smaller than 70-80 Hz and 
are distributed in much narrower ranges than in Case (i). 
The cavities exhibit large scale cloud shedding and the 
dominant spectral frequencies can be identified with the 
cloud shedding frequencies. Therefore, this operating do
main will be referred to as the periodic cloud shedding 
regime. 

The existence of the periodic cloud shedding regime was observed 
for all the tested a. 

Next, attention was focused on this regime and in particular on 
the cloud shedding frequencies. Acosta (1955) introduced in his 
linearized theory of partial cavitation of flat plate hydrofoils the 
parameter crlla which he related to the ratio of the cavity length 
over the foil chord. Le et al. (1993), when experimentally inves
tigating partial cavitation with a similar hydrofoil as ours, success
fully correlated the maximum cavity length / with cr/a. Those 
authors, among others, found that the Strouhal number St based on 
/ and the free stream velocity [/„ was nearly constant around 0.3. 
If so, at a fixed U^, one can expect the shedding frequency / to be 
a single function of cr/a. We tentatively plotted in Fig. 7 the 
frequency/, determined by spectral analysis, as a function of cr/a, 
with a in radians. For crla smaller than 17 or greater than 20, the 
spectra showed a unique dominant peak at a very well defined 
frequency. For ala comprised between 17 and 20, it was more 
difficult to define a unique shedding frequency as the spectral 
energy was distributed in a sUghtiy larger range of frequency of 
20-25 Hz width, and secondary peaks of smaller magnitude were 
present in addition to the dominant spectral peak. In these cases, 
we disregarded the secondary peaks and considered the shedding 
frequency as being given by the frequency of the dominant peak. 
It can be seen in Fig. 7 that/increases with cr/a, and that, contrary 
of what was expected, a dependency on cr which exceeds the 
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Fig. 7 Cloud shedding frequency as a function of the parameter aria • 
U, = 8 m/s 

maximum uncertainty, estimated at 3 Hz, exists. This shows the 
nonUnear character of the shedding phenomenom. Figure 8(a) 
presents for all the tested incidences and cavitation numbers the 
Strouhal number, St, based on the maximum cavity length / 
visually determined under stroboscopic lightning and on the free 
stream velocity U^. All points fall in the range of 0.2-0.4 with an 
average St value of .28 and a .044 standard deviation. The ob
served data scattering may be partly explained by the important 
measurement uncertainty on /, estimated at 5 mm. The scattering 
is sinaller when St is scaled by the velocity at the interface 
t /„Vl + cr rather than U„ (see Fig. 8(^)). In this case, the mean 
St value is equal to .19 with a .026 standard deviation. This 
indicates that the velocity at the interface, which takes into account 
a cr effect, is a more relevant characteristic velocity scale for 
normalizing the shedding frequency. 

3 Investigation of tlie Re-Entrant Jet Dynamics 
This section aims to investigate the re-entrant jet dynamics by 

means of a nonintrusive measuring method and to link it to the 
unsteadiness of sheet cavitation. For this purpose, the flat surface 
of the foil was equipped with electrical probes in order to detect, 
for the periodic cloud shedding regime defined in the previous 
section, the passage of a water front corresponding to the penetra
tion of the re-entrant jet. The effect of gravity on the propagation 
of the water front and on the interfacial waves was also examined 
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Fig. 8 Strouhal number based on different velocity scales, as a function 
of the parameter cr/a - t/^ = 8 m/s 
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by performing tests with the flat surface facing the upper or lower 
horizontal wall of the test section. 

3.1 Experimental Methods and Instrumentation. Electri
cal impedance techniques are commonly used in the field of 
multiphase flows for measuring spatially averaged flow properties, 
such as void fraction (Ceccio and George, 1996). Derived from 
this instrumentation, Ceccio and Brennen (1991) developed a 
novel equipment to study travelling bubble cavitation and, more 
recently, implemented it to the investigation of the dynamics of 
stable attached cavities on bodies of revolution (Ceccio and Bren
nen, 1992). The same type of technique was employed in this study 
for detecting the water front corresponding to the re-entrant jet. For 
this purpose, specific instrumentation and signal processing system 
were developed and validated by preliminary experiments. After 
validating the instruments, tests were conducted in the ENSTA 
Water Tunnel on the foil equipped with surface electrical probes in 
cloud cavitation conditions for i/^ = 8 m/s. 

A series of six electrodes having a diameter of 2 mm and made 
of stainless steel were arrayed mid-span on the upper flat surface 
of the hydrofoil in the flow direction. The electrodes were equally 
spaced 10 mm apart, starting at A: = 30 mm (probe #1) and ending 
atx = 80 mm (probe #6) from the leading edge. They were flush 
mounted on patches of 4 mm diameter made with Araldite in order 
to electrically isolate them from the foil which played the role of 
the general ground and, we recall, was fabricated in solid brass. 
The impedance of each of the sensors (i.e., the impedance of the 
local conducting medium between the electrode and the ground) 
played the role of a branch of a Wheastone bridge supplied with a 
constant electrical potential. When the impedance was changed, 
because of the presence on the sensor of water, vapour or a mixture 
of both, an appropriate electronic set-up gave a variable voltage 
which was function of the impedance. The output signal was 
measured and monitored by the HP 35665A spectrum analyzer. In 
order to link cloud cavitation with the re-entrant jet information, 
the results were compared with fluctuating pressure measurements 
performed using the piezo-electric transducer described in Section 
2.1. 

The re-entrant jet dynamics was detected through processing of 
the unsteady component of the electrodes signal: the output of the 
electrodes was Fourier analyzed and the spectra were averaged on 
50 samples. A cross-correlation function between the output sig
nals from two neighbouring probes, defined by. 

^«-I ,„(T) = Mm 
1 

y„^My„(t + r)dt forn = 2 . . . 6 

where ^.(O designates the output signal from probe #«, was 
performed using the Correlation Analysis Mode of the analyzer. 
The cross-correlation function was averaged over 100 samples of 
a duration of 3.9 ms. The data collection was triggered by a 
positive voltage ramp from probe #n with a pretrigger time of 500 
(xs (i.e., arrival of the water front on #n). 

3.2 The Re-Entrant Jet Dynamics. A typical output signal 
from an electrode situated under the cavity is shown in Fig. 9, for 
cloud cavitation conditions. The maximum level of the velocity 
signal corresponds to the liquid phase fully wetting the surface of 
the electrode. When the re-entrant jet recedes, a more or less thick 
layer of water remains on the surface and drains away. Depending 
on the duration of the process, and the more or less completed 
draining, the output voltage, while decreasing, reaches variable 
levels. What seems to be certain is that the sensor is not often in 
contact with pure vapour and "sees" most of the time a combina
tion of water and vapour. In spite of the apparently noisy output 
signal, a trend, which determines a duration of the events, is quite 
well defined. 

Direction of Propagation, Velocity of the Re-Entrant Jet. For 
all the electrodes (« = 2 .. . 6), the mean cross-correlation func-

Fig. 9 Typical output signai from an electrode situated under the cavity 
for cioud cavitation conditions 

tion for probes #(n - 1) and #n exhibited a well defined maxi
mum, at a time delay Af„_i,„ corresponding to the time required for 
the front to advance from probe #n to probe #(« - 1). The 
direction of propagation of the front was given by the sign of the 
time delay, and the local mean velocity of the re-entrant jet 
between the probes #(n - 1) and #n, ti,,-],,,, was given by t),,̂ ,,,, 
= d/At„^i„y where d is the distance between two electrodes (10 
mm). A?„_i,„ was of positive sign, which conclusively demon
strated that a liquid front actually rushed from the trailing edge 
towards the leading edge. Figure 10 presents for a = 0.94 and a 
= 3.5° and at different nondimensional abscissas x/l, the local 
mean velocity of the re-entrant jet divided by the free-stream 
velocity. The velocity at the point midway between probes #n and 
#(n — 1) is approximated as t»„_i.„. It can be seen that the velocity 
of the re-entrant jet is of the same order of magnitude as the main 
flow velocity and increases with the distance from the leading 
edge. The standard deviation has a maximum at the electrodes 
close to the cavity closure region on account of the inherent 
unsteady character of this region. For comparison, Fig. 10 also in-
cludes the inviscid value of the re-entrant jet velocity, 
f/ooVl + ff, and one experimental result of Kawanami et al. 
(1997), obtained using a hot wires velocimeter for a cavity of 
length l/c «= 50% pulsing at about 20 Hz. Both values are 
consistent with our results. 

Frequency of Occurrence of the Re-Entrant Jet on the Probes. 
The averaged spectra of the output signal from the probes situated 
under the cavity show dominant peaks at an equal frequency which 
can be reasonably identified with that of the re-entrant jet passage 
on the electrodes. As in Section 2.2, for crla comprised between 17 
and 20, secondery peaks of smaller magnitude were present in 
addition to the dominant spectral peak. 

For all the operating conditions tested, the results obtained from 
local impedance and unsteady pressure measurements matched 
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o Kawanami's result 
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0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 

Fig. 10 Local mean velocity of the re-entrant jet divided by the free 
stream velocity as a function of the distance from the leading edge 
normalized by the cavity length - o- = 0.94, a = 3.5°, U„ = 8 m/s 
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Fig. 11 Difference between the cloud shedding frequencies in conflg.Z 
and in config.1 as a function of (ria. 

very well: for a/a < 17 or cr/a > 20, it was found that the 
frequency of occurrence of the re-entrant jet on the electrodes was 
equal to the cloud shedding frequency determined by unsteady 
pressure measurements, to within the measurement uncertainty. 
For 17 < a-/a < 20, the pressure and the electrode signal spectra 
revealed dominant frequencies in exactly the same range. This 
result clearly indicates the major promoting role of the re-entrant 
jet in cloud cavitation. However, we can not ignore that the small 
interfacial perturbations, which were observed by high-speed im
aging (see Section 2.2.), may have an effect on the large scale 
shedding of cavitation clouds. 

3.3 Gravity Effect. Local impedance and unsteady pressure 
measurements were performed with the flat surface of the foil 
facing the test section floor (configuration 2), for incidences so as 
sheet cavitation was produced on the flat side (see Fig. 1). By 
comparison with the results obtained with the initial set-up (con
figuration 1) presented in Section 2.1, these tests allow to inves
tigate the effect of gravity on the re-entrant jet and on the stability 
of the interfacial waves. The consequences on the cavity behaviour 
were then examined. The test conditions corresponded to periodic 
cloud shedding. 

Avellan et al. (1988) and Kjeldsen (1997) consider that the 
interfacial perturbations of an attached cavity result from the 
development of Kelvin-Helmoltz instabilities. In this theory, the 
plane interface separating two unbounded inviscid fluids of differ
ent densities, which have different mean horizontal velocities, is 
unstable if, 

P1P2 

Pi + Pa 
(f/, - u,y 2ir HPi - Pa) 

217 
, - > 0 

where y is the surface tension, A is the wavelength of the waves 
travelUng at the interface and the indices 1 and 2 respectively 
denote the lower and upper fluid layers. Considering this inequal
ity, one notes that gravity will have a stabilizing effect if the 
heavier layer is under the lighter one (i.e., Pi — P2 > 0). As in 
configuration 2 the gravity acceleration is directed from the cavity 
towards the liquid, it can be inferred that the cavity interface will 
be stabiUzed. Consequently, if the interfacial perturbations do have 
a significant effect on cloud shedding, it can be speculated that it 
will be mitigated in configuration 2 compared with configuration 1. 

This type of investigation was first conducted by Larrarte et al. 
(1995) who showed by high-speed video, for a = 1.2 and a = 4°, 
that the frequency of the cloud shedding was increased as com
pared to configuration 1, from 29 Hz to 41 Hz. Our measurements 
of the response of the surface electrical sensors, conducted for 
numerous operating points, support this finding. Figure 11 shows 
the difference between the frequencies of passage of the water 
front on the electrodes, equal to the cloud shedding frequencies, in 
configuration 2,/2, and in configuration 1,/, , plotted versus cr/a. 
The difference is always positive, besides for few data points 
which are within the two standard error interval indicated by the 

shaded area. We can thus conclude that, indeed, the cloud shedding 
frequency is increased in configuration 2 and that, as opposed to 
what was initially expected, the instability is enhanced. The reason 
for this behaviour, as initially suggested by Larrarte et al. (1995), 
can be traced to the action of gravity on the re-entrant jet. In 
configuration 2, the re-entrant jet deviates from the foil surface due 
to the gravity effect, and strikes the cavity interface slightly down
stream the leading edge. This leads to the shedding of smaller 
vapour clouds at higher frequencies than in configuration 1. 

In view of these results, it seems quite reasonable to consider 
that the role played by the re-entrant jet is preponderant over that 
of the interfacial instabilities in the generation of periodic cloud 
shedding. Therefore, it may be speculated that controlUng the 
re-entrant jet flow may allow to control cloud cavitation. 

4 Control of Cloud Cavitation 

4.1 Control of Cloud Cavitation by Means of an Obstacle. 
The results of Kawanami et al. (1997) indicate that cloud cavita
tion can be prevented by using an obstacle in order to hold back the 
re-entrant jet. Based on their results, we conducted a series of 
experiments by placing a bar having a width of 4 mm, protruding 
from the foil surface by 2 mm and as large as the foil span, 
in-between probes #1 and #2, at x = 35 mm (x/c = 0.233) from 
the leading edge. Simultaneous fluctuating pressure and local 
impedance measurements were conducted in cloud cavitation con
ditions, at o- = 0.94, [/„ = 8 m/s and for three incidences of 3°, 
3.25°, and 3.5°, which respectively correspond to mean cavity 
lengths of 80, 90, and 100 mm. 

For example. Fig. 12 shows the cross-correlation analysis of the 
signals from electrodes #2 and #3, from #1 and #2, for a = 3.5°. 
For the #2-3 pair, we observe a maximum indicating a satisfactory 
correlation and the existence of a characteristic advance velocity of 
the water front. For the #1-2 pair, the correlation is deficient and 
no indication of an advancing velocity can be noted. Therefore, the 
re-entrant jet was effectively held back or deviated by the obstacle. 
As a consequence, the magnitude of the fluctuating pressure in
duced by cloud cavitation was significantly reduced. Indeed, the 
magnitude of the dominant peak in the power spectra of the 
fluctuating pressure, which characterized the cloud cavitation "in
tensity" as far as the periodic regime was concerned, was divided 
by two compared with the situation without obstacle. Depending 
on the incidence angle, the fluctuating pressure could be reduced 
by a factor four. In view of these results, we can conclude that the 
re-entrant jet loses part of its momentum or is deviated due to the 
obstacle. This causes the modification of the cloud shedding mecha
nism and the reduction of the amplitude of the pressure fluctua
tions associated with it. 

4.2 Effect of Air Injection. The air injection technique has 
been used for many years by Navies as a countermeasure to avoid 
propeller cavitation induced erosion, noise and vibration. Its ef
fectiveness was demonstrated by Rusmussen (1956), Huse (1976), 
Okamoto et al. (1977) and was interpreted as a "cushioning effect" 
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of the air contained in the cavities. The principle of our experiment 
is slightly different. We intend stabilizing the fluctuating cavity by 
inhibiting the instability source, that is the re-entrant jet, rather 
than damping the cloud cavitation collapse. Indeed, the visualiza
tions of Larrarte et al. (1995) by high-speed video indicated that 
ventilated cavities do not undergo large scale break-off and filling. 
Instead, the air is continuously evacuated at the rear of the cavities 
and no evidence of a re-entrant jet can be observed. Based on this 
observation, the idea is to inject air into the fluctuating cavitation 
sheet in order to create a wake which would impede the re-entrant 
jet. This principle of operation is also supported by ship measure
ments performed by English (1998). 

Tests were performed with and without air injection through a 
slit, 1 mm wide, situated 2 mm from the leading edge. The air was 
supplied at room temperature and pressure. On account of the large 
difference between the air supply pressure (the room pressure) and 
the injection one (the cavity pressure), a pressure reducer was 
necessary in order to create a sufficient head loss to achieve flow 
rates of the order of 10-20 1/min. An air flow control valve was 
installed on the air supply line. The flow rate measured at the room 
pressure, using a BROOKS Sho-Rate 13355 rotameter, has to be 
converted to a value, Q, for the conditions prevailing in the cavity. 
Brennen (1969) showed that the cavity pressure increases nearly 
linearly with the volume rate of supplied air. However, direct 
pressure measurements in the fluctuating cavity involve numerous 
difficulties (Brennen, 1969) and can only give access to an average 
pressure between the tunnel and the cavity pressures. Therefore, 
we decided to estimate Q at the cavity pressure supposed to remain 
equal to the vapour pressure at the water temperature. 

The foil was operated in cavitating conditions, at cr = 1.0, [/„ 
= 8 m/s, for a = 2.5° and a = 3.5°, with a cavity fluctuating at 
47 Hz and 20 Hz, respectively. For increasing air flow rates, we 
measured the far field low frequency fluctuating pressure and 
determined the magnitude of the dominant spectral peak exhibited 
by the averaged power spectra of the pressure signal. It is plotted, 
normalized by the peak value obtained without air injection, as a 
function of the air injection rate in Fig. 13. For flow rates larger 
than about 5 1/min, the peak magnitude is reduced by a factor about 
100, which is a vivid indication of the cloud cavitation mitigation. 
Visually, this corresponds to a complete modification of the cavity 
appearance, which becomes stable and longer. 

Arndt et al. (1993) and, later, Reisman et al. (1997) quantified 
the noise reduction which could be possibly achieved by air 
injection, for a cloud cavitation on a stationary foil and on an 
oscillating foil, respectively. They introduced a dimensionless air 
flow rate q = QI{U„cs). It was found that a flow rate q,,,,, of less 
than 0.001 was sufficient to achieve a substantial noise reduction, 
in both steady and oscillating foil experiments. 

In the present study, for our experimental conditions - (7,. = 8 
m/s, c = 150 mm, !• = 80 mm, 5 < Qn,„ < 6 1/min - 8.7 10"* 
< (lum < 1 10" \ which compares favorably with Arndt et al. 
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Fig. 13 Normalized magnitude of tlie dominant spectrai peak as a func
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(1993) and Reisman et al. (1997) results. Thus, air injection seems 
to be particularly efficient in suppressing the cloud cavitation. 

5 Summary and Conclusions 
The unsteady behavior of an attached cavity was experimentally 

investigated. Attention was focused on the physical mechanisms 
leading to cloud cavitation. The main results of the present work 
can be summarized as follows: 

• Visualizations by high-speed video and cine enabled to 
describe the morphology of the cavity. The cloud shedding cycle 
was described from examining the time evolution of the cavity 
volume. Two types of interfacial perturbations were observed: a 
precursor front wave rushing from the cavity rear toward the 
leading edge, evidencing the re-entrant jet propagation, and, small 
scale waves travelling on the interface. 

• The pressure fluctuations associated with cloud cavitation 
were examined. This permitted to determine by spectral analysis 
the cloud shedding frequencies as a function of cr/a and to define 
the initiation of the periodic regime. 

• The re-entrant jet dynamics was studied using surface elec
trical probes. In particular, its direction of propagation and mean 
velocity were established. For all the operating conditions, the 
frequencies of occurrence of the re-entrant jet on the electrodes 
were found to be equal to the cloud shedding frequencies deter
mined by unsteady pressure measurements. This demonstrated that 
the cloud shedding was actually driven by the re-entrant jet. 

• For the same flow conditions, the gravity effect increases the 
cloud shedding frequency despite the fact that the cavity interface 
is expected to be more stable. This might be explained by the 
earlier collision of the re-entrant jet with the interface. The present 
result suggests that the role played by the re-entrant jet is prepon
derant over the interfacial instabilities in the generation of periodic 
cloud shedding. 

• Cloud cavitation was successfully controlled, first, by means 
of an obstacle fitted on the foil which held back the re-entrant jet, 
second, by air injection. Air injection appeared to be particularly 
efficient in suppressing the periodic cloud shedding. 
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Numerical Model of Cavitating 
Propeller Inside of a Tunnel 
The unsteady cavitating flow of a propeller subject to a nonaxisymmetric inflow inside of 
a tunnel is addressed. A numerical method is developed which solves for the fully unsteady 
propeller problem and the tunnel problem separately, with the unsteady effects of one on 
the other being accounted for in an iterative manner. The propeller influence on the tunnel 
walls is considered via potential while the tunnel walls influence on the propeller is 
considered via velocity. The iterative process is found to converge very fast, usually within 
three iterations, even for a heavily loaded propeller. The effect of the tunnel extent and the 
number of panels on the predicted mean propeller forces is investigated. In the case of 
uniform inflow the equivalent open water velocity is calculated and then compared to that 
predicted from Glauert's formula. The two velocities are found to be very close to each 
other in the case of light propeller loading, and to deviate frotn each other as the propeller 
loading increases. In the case of nonuniform flow the predicted unsteady propeller forces 
are found not to be affected appreciably by the tunnel effects in the case of noncavitating 
flow. In the case of cavitating flows the tunnel effects have been found to be appreciable, 
especially in terms of the predicted cavity extent and volume. The predicted cavity patterns 
are shown to be very close to those observed in CAPREX, a CAvitating PRopeller 
Experiment performed at MIT's cavitation tunnel. 

Introduction 
When a propeller experiment is performed in a cavitation tunnel, 

the experimental results have to be corrected for the tunnel wall 
effects. One of the most widely used formulas for the tunnel wall 
correction is Glauert's formula, which is based on simple axisym-
metric momentum theory (Glauert, 1947). The correction in 
Glauert's formula consists of replacing the mean inflow velocity 
(flow rate divided by the tunnel sectional area) with an equivalent 
open (unbounded) flow velocity for the same thrust. However, in 
Glauert's formula the propeller is treated with an actuator disk and 
thus the effects of the propeller characteristics (pitch, chord, num
ber of blades, rake, etc.) are not accounted for. Most importantly, 
the effects of the nonuniformity of the inflow (usually simulated in 
a tunnel with a wake screen) are not included at all. The tunnel 
walls effects in this case can be crucial in determining the unsteady 
forces or unsteady cavity shapes on the blades. 

The objective of the research described in this paper is to solve 
the fully unsteady flow of a cavitating propeller inside of a tunnel. 
In this way, experimental results can be compared directly to the 
computational results without the need for any corrections. In other 
words, the complete tunnel wall effects on the propeller perfor
mance, including cavitation, are computed numerically. 

A lifting-surface vortex-lattice method has been developed for 
the unsteady flows around cavitating propeUers in an unbounded 
fluid (Lee, 1979; Breshn et al., 1982; Kerwin and Kinnas, 1986). 
This method has been extended recently to include the wake 
alignment in inclined flows (Pyo and Kinnas, 1997). 

The effects of a duct or hub on the propeller flow have been 
considered in the case of steady flow (Kerwin and Kinnas, 1987; 
Hughes et al., 1992), and in the case of unsteady noncavitating 
flows (Hughes and Kinnas, 1993; Kinnas et al., 1993). In these 
works, the flow around a duct though is still treated as an external 
flow with its interaction with the propeller being accounted for 
iteratively. One might say that the effect of a tunnel could be 
simulated as that of a duct with "infinite" chord. This approach 
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however, would require adjustment of the inflow to the "duct" until 
the flow distribution inside the duct upstream of the propeller is 
equal to that measured in the tunnel. The propeller inside of a 
tunnel flow could also be treated with methods for the hydrody-
namic analysis of pumps (Brennen, 1994). These methods though 
treat the blade sections as cascades of 2-D sections and model the 
unsteady cavity shapes in a quasi-steady manner. 

In the present paper, a numerical method is developed which 
solves the fully unsteady cavitating propeller problem and the 
tunnel problem separately, with the unsteady effect of one on the 
other being accounted for in an iterative manner. The flow inside 
the tunnel is solved via a panel method applied to the tunnel walls 
and two sectional stations (lids), one upstream and the other 
downstream of the propeller, as shown in Fig. 1. The propeller 
influence on the tunnel walls is considered via potential while the 
tunnel walls influence on the propeller is considered via velocity. 

Cavitating Propeller in Open Flow 

The prediction of propeller sheet cavitation in open nonaxisym-
metric inflow can be accomplished by using a Vortex/Source-
Lattice method developed at tVIIT and UT called HPUF-3AL. A 
brief description of the method is given next. 

The analysis method models the three-dimensional unsteady 
cavitating flow around a propeller by representing the blade and 
trailing wake as a discrete set (lattice) of vortices and sources 
which are located on the blade mean camber surface and trailing 
wake surface. 

The strengths of the blade thickness sources are given in terms 
of derivatives of the thickness in the chord-wise direction and are 
independent of time. The unknown bound vortices on the blade 
and the unknown cavity sources are determined by applying the 
kinematic boundary condition and the dynamic boundary condi
tion at certain control points located on the blade mean camber 
surface. A more detailed description of the control point location 
is given in (Kinnas and Fine, 1989). 

The kinematic boundary condition requires that the sum of the 
influences for all of the vortices, sources, and the inflow normal to 
a particular control point on the blade is equal to zero. Another 
way to say this is that the kinematic boundary condition requires 
the flow to be tangent to the blade' surface. The dynamic boundary 
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Fig. 1 Modeling of the problem with paneled tunnel and propeller 

condition requires that the pressure must be equal to vapor pres
sure at control points covered by the cavity. The fully unsteady 
linearized dynamic boundary condition (Lee, 1979; Breslin et al, 
1982) is applied with the incorporation of the non-linear leading 
edge correction, as will be described later in this section. The area 
of application of the dynamic boundary condition changes with 
time, as the cavity extent changes with time. The unknown cavity 
extent is determined by searching for the cavity length along each 
span-wise location. The desired cavity length is the one which 
renders the cavity pressure equal to vapor pressure. A closed cavity 
condition (zero cavity thickness at the cavity end) is applied at all 
times. Cavity thickness is determined by integrating the cavity 
source distribution over the cavity surface along each strip. Cavity 
volume is calculated by numerically integrating the cavity thick
ness over the mean camber surface area. 

The problem is solved in the time domain, with each time step 
representing an angular rotation of the propeller. The time domain 
solution allows for the effects of all strips and blades to be 
accounted for in an iterative fashion. After the first complete 
propeller revolution, the method achieves the fully wetted steady 
solution. Three more propeller revolutions produce the fully wet
ted unsteady solution. Finally, the converged cavitating unsteady 
solution is attained after three (or more) additional propeller rev
olutions. 

Many major modifications have been made to HPUF-3AL since 
the original version (called PUF-3) developed by Lee (Lee, 1979) 
and Breslin et al. (1982). These modifications include the follows: 

• Nonlinear leading edge correction (Kerwin et al., 1986) in 
order to predict the correct effect of blade thickness on 
cavity size (Kinnas, 1991). 

Fig. 2 Propeller and tunnel coordinate system 

• An improved numerical scheme and the option for cavity 
detachment at a known location (Kinnas and Fine, 1989). 

• Hub effects using the method of imaging (Kinnas and Co
ney, 1992). 

• General blade thickness sections, allowing for super-
cavitating sections with finite trailing edge thickness (Kudo 
and Kinnas, 1995). 

• Wake alignment for uniform and inclined flows (Pyo and 
Kinnas, 1996; Kinnas and Pyo, 1997). 

Propeller/Tunnel Interaction 

Formulation. In general, there are two possible formulations 
for internal potential flow problems; the total potential formulation 
and the perturbation potential formulation. In most propeller ap
plications though the ship wake is non-axisymmetric and the 
inflow cannot be described via a velocity potential, thus leaving the 
perturbation potential method as the only viable alternative. It 
should be noted that only the potential part of the propeller-tunnel 
interaction will be considered with this method. 

The coordinate system shown in Fig. 2 is used because of its 
consistency with the propeller coordinate system used in HPUF-
3AL explained earlier. The normal vector points into the flow 
domain. The outer boundary of the flow domain, ST, is composed 
of the tunnel walls and two imaginary planes; one upstream, S,„, 

Nomenclature 

A = cross-sectional area of the 
tunnel 

D = propeller diameter SM = 
F„ = Froude number; F„ = 

(n'D/g) 
g = gravitational acceleration 
H = tunnel height Sj = 
J = advance ratio, J = (VJnD) 

KT = thrust coefficient, Kj = (T/ S^^ 

KQ = torque coefficient, KQ = {Ql U„ 

n = number of propeller rotation 
per second IJ„^ 

n = normal vector, positive when 
pointing into the fluid 

p = pressure on the tunnel wall 
Q = cavity volume 
r = distance between field point 

and source point 
R = propeller radius 

= inflow boundary part of the tun
nel boundary surface {x, y, 

= outflow boundary part of the tun
nel boundary surface 

= propeller boundary and trailing 
wake surface 
tunnel boundary surface, Sj = 

= solid wall boundary part of the 
tunnel boundary surface 

= velocity vector field at S,^ </), 
= velocity vector field inside the 

tunnel in the absence of propeller 
= velocity vector field at S„M 

V = velocity vector 
,pe„ = inflow velocity to the propeller 

in unbounded open flow for 
the same thrust as in tunnel 
flow 

',„„ = inflow velocity to the propeller 
inside tunnel 

V^ = axial velocity 
z) = coordinate systems fixed on 

tunnel, nondimensionalized 
hy R (x downstream direc
tion, y upward, z port side) 

Z = number of blades 
A = the ratio of tunnel velocity to 

the equivalent open water 
velocity; A = V,u„/V„pe„ 

<j) = perturbation potential 
p„,p = perturbation potential in

duced by propeller 
p = density of water 

(T„ = cavitation number based on 
RPS n; o-„ = (p.M, - pJ 
0.5pn'£)') 

6 = blade angle 
T = nondimensionalized thrust; T 

= (T/pAV^) = (4Kr/TTJ') 
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Pulsating Cavity Source 

,d<t)/dt = p(t) 

Fig. 3 Pulsating cavity source effect applied on both "ilds" of the tunnel 

_ i _ 

Number of Iterations 

Fig. 5 Convergence of Kj and Ka, N4148 propeller, H = 3.333R, J = 0.8, 
noncavitating flow 

and the other downstream, 5„„„ of the propeller plane, as shown in 
Fig. 2. 

1 + Ojn H" On (1) 

The velocity field can be expressed in terms of the perturbation 
potential (j). 

V= U„ + \f^ (2) 

(/„ is the nonuniform flow field inside the tunnel in the absence of 
the propeller, appropriately adjusted in order to take into account 
the interaction of the incoming vorticity with the propeller (effec
tive wake) (Huang and Groves, 1980). 

By applying Green's theorem to the flow domain bounded by ST 
and the propeller surface Sp (which also includes the propeller 
trailing wake surface), the following integral equation for the 
perturbation potential on Sp and 5 j is derived. 

2Tr(l) 

Sr+Sr 

d 

dn 

dfj) 1 

dn r 
dS (3) 

On the other hand, in the case of an unbounded propeller flow 
the perturbation potential everywhere in the flow field (except on 
the propeller surface) is given as follows. 

4Tr4)p„p = <^ dn 

d4> 1 

dn r 
dS (4) 

Combining Eq. (4) with Eq. (3) the perturbation potential on ST 
can be expressed as follows (Kinnas and Coney, 1992). 

9=0 

/ \ 

\ • 

h - ^ 

\\\* / ^ \ \ \ * / ^ 

_—--^^ 1 
1 
1 
) 

Fig. 4 Solution metliod in the time domain (looking from downstream) 

Journal of Fluids Engineering 

2'J74> = " ^ ^ 
d<^ 1 

dn r 
dS + 47r<^p; (5) 

Boundary Conditions. The unperturbed velocity field {/„, 
which is in general nonuniform and nonaxisymmetric, satisfies the 
tunnel wall boundary condition; 

n • (/„ = 0 on Swaii 

Then, the boundary condition on the solid tunnel wall S„n 
comes 

n-V=n-U. + n-VS = ---=Q 
dn 

(6) 

be-

(7) 

At the inflow boundary $,„, which is assumed to be far enough 
from the propeller, the flow field will remain unperturbed. 

n-V=n-U, + n-V4> = h-Ua (8) 

As a result, the boundary condition on S„, can be written as 
follows. 

d^ 

dn 
= 0 on 5i„ (9) 

At the outflow boundary, So„„ which like Si„ is also assumed to 
be far enough from the propeller, the flow could differ from the 
unperturbed, depending on how far the action of the propeller 
trailing vorticity would persist. In the ideal case, where the pro
peller trailing wake extends to infinity, an outflow profile similar to 
that shown in Fig. 2 will exist. In this case d^ldn in S^M should be 
different than zero, even though its surface integral should be equal 
to zero for the mass to be conserved. It is shown by Choi and 
Kinnas (1998) that for the case of a propeller subject to a uniform 

Table 1 The geometry of DTMB propeller N4148. Thick
ness section: Modified NACA66, Zero skew, Camber sec
tion: NACA a = 0.8, Zero rake 

radius/fl 

0.2000 
0.3000 
0.4000 
0.5000 
0.6000 
0.7000 
0.8000 
0.9000 
0.9500 
1.0000 

Pitch/D 

0.9921 
0.9967 
0.9987 
0.9975 
0.9944 
0.9907 
0.9850 
0.9788 
0.9740 
0.9680 

Chord/D 

0.1600 
0.1818 
0.2024 
0.2196 
0.2305 
0.2311 
0.2173 
0.1806 
0.1387 
0.0010 

Max. Camber/Chord 

0.0174 
0.0195 
0,0192 
0.0175 
0.0158 
0.0143 
0.0133 
0.0125 
0.0115 
0.0000 

Max. Thickness/D 

0.0329 
0.0282 
0.0239 
0.0198 
0.0160 
0.0125 
0.0091 
0.0060 
0.0045 
0.0000 
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Fig. 6 Convergence of circumferential mean axiai velocity /;, in tunnel 
with number of iterations, N4148 propeller, H = 3.333/7, <t = 0.8, noncavi-
tating flow 

tunnel flow the value of d(j)/dn affects very little the flow in the 
vicinity of the propeller. For simplicity, the following boundary 
condition is applied on So„,. 

d(}) 

dn 
= 0 on S„, (10) 

The effect of the tunnel length on the solution will be discussed 
later in this paper. 

Applying the boundary conditions, Eq. (7), Eq. (9), and Eq. (10) 
to the integral equation Eq. (5) results in the distribution of only 
dipoles on ST-

G190404 

Q360707 

G571111 

Total 
#of 

Panels 
384 

3113 

Fig. 9 Three different tunnel discretizations; scaled with respect to 
propeller radius R 

lird) = 
"^dn 

dS + 4'7r</>p, (11) 

Constant strength dipole distributions are used over each panel and 
the corresponding influence coefficients are computed by subdi
viding each panel into a sufficient number of sub-pariels which are 
then approximated with discrete dipoles. Equation (11) is applied 
at the centroids (control points) of each tunnel panel. Details on the 
evaluation of influence coefficients are given in (Choi and Kinnas, 
1998). The value of (ji^^p is evaluated as the superposition of the 
effects of the propeller vortex- and source-lattice on the tunnel 
control points (Greeley and Kerwin, 1990). 

The inflow velocity to the propeller is the sum of the inflow 
velocity &„ and that due to the tunnel. The velocity induced by the 
tunnel can be determined by taking the gradient of the perturbation 
potential induced by the tunnel. The perturbation potential in the 
flow field is given from the equation; 

10412 

L0812 

L1212 

LI 208 

LI 204 

0.16 

^ 0.1 

COS 

-

—A- — Vx(mean) 

^ 

I 

_ 

A 

' 

• 

-

• 

G190404 G360707 G571111 

Fig. 10 Effect of number of panels on KT and V„, N4148 propeller. 
Fig. 7 Five combinations of tunnel extents upstream and downstream H = 3.333/7, J = 0.8, without cavitation 
of the propeller; scaled with respect to propeller radius R 

S^ 0.1 

Vx(msBn) 

1.25 r 

0.9 I 

L0412 L0S12 LI 212 LI 208 LI 204 

Fig.8 Effect of tunnel extent on /(rand Vg, N4148 propeller, H= 3.333/7, 
J = 0.8, without cavitation 
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Non-uniform Inflow: H20-CT3.WAK 
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should be modified to satisfy the continuity of the flow inside the 
tunnel. 

One way of handling the cavity volume change inside the tunnel 
is depicted in Fig. 3. The cavity volume, Q{t) is known from the 
solution of the propeller solver. The boundary condition on S,^ and 
Sout should be modified to allow this volume change. A uniform 
velocity profile is applied on both sides of the tunnel. 

dQJ_ 
dt Ik 

on Sin and S„, (14) 

where, A is the cross-sectional area of the tunnel. Half of the cavity 
volume change, {dQldt)ll is assumed to make an out flux through 
Si„, and the other half through S„M in Eq. (14). 

Alternatively, the total cavity volume change dQIdt can be 
assumed to make an out flux only through So„,. In this case, the 
boundary conditions are as follows. 

dQ,]_ 

dt A onS„, 

d4> 

dn 
= 0 on 5'i„ 

(15) 

(16) 

1.0 
Y 

Tunnel-Induced Velocity Distribution on the Propeller Plane 

r H=3.333R, Js=0.8 Kf^OAASS 

I I I ) . Ka=0.02174 

0,5 -

0.0 
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-1.0 

Em ^ EH 

~;2z 

/ / 

i' V\ \ \ 

0.05 

After 3rd Iteration 

_u 
-1.0 -0.5 0.0 0.5 1.0 

Fig. 12 Change of propeller inflow velocity field (evaluated at the pro
peller plane); noncavitating flow, J = 0.80 

A-rrcj) = 
d (\ 

•^YnVrr^^""^-'^ (12) 

The first term at the RHS of Eq. (12) corresponds to the pertur
bation potential induced by the tunnel, while the second term is the 
perturbation potential induced by the propeller. The inflow veloc
ity to the propeller can thus be expressed as; 

V = f/„ + 
4TT '^''^W)^'' (13) 

Cavity Source Effect. The previous formulation, Eq. (11), 
with the boundary conditions, Eq. (7), Eq. (9), and Eq. (10), is 
valid only when the cavity volume is not changing with time. That 
is, the formulation is applicable for non-cavitating unsteady pro
peller flows and cavitating propeller flows with constant cavity 
volume. If the cavity volume changes, the boundary conditions 

The numerical solution of the integral equation, Eq. (5) is found to 
remain practically the same whether the boundary conditions, Eq. 
(7) and Eq. (14) are used or the boundary conditions, Eq. (7), Eq. 
(15), and Eq. (16) are used. This is primarily due to the relatively 
small values of the velocities to set-off the change in the cavity 
volume. The later set of boundary conditions has been chosen in 
the calculations because of its simplicity. 

Equations (11) and (13) must now be modified to include the 
non-zero terms of dcj)/dn at the tunnel lids. For example the 
following general equation replaces Eq. (13). 

V=U„ + 
1 

4 I 7 *̂ (̂i ^ ^ 7 ] ^ ^ ^ ^''^ 

It should be noted that if a calculation involving pressures on the 
tunnel walls had to be performed the acoustic impedance of the 
rigid tunnel, as well as the flexibility of the tunnel walls (the tunnel 
Plexiglas windows in particular) would need to be considered, as 
described by Kinnas et al. (1998). 

Solution Metliod in Time Domain. The integral equation Eq. 
(5) must be solved in the time domain. The numerical solution is 
carried over a finite number of time steps, which is taken equal to 
that used in the unsteady propeller problem (60 per revolution). 
The time-marching solution scheme is depicted in Fig. 4. 

The following iterative procedure is employed: 
Step 1: Calculate 4>f,of(.x, y, z, 6), the propeller influence at {x, 

y, z) on ST when the key blade is at the 9 position. This potential 
4'ptop(Ĵ - y,z,e) is given by Eq. (4) and is calculated by PUF3FPP, 
a post-processing code of HPUF-3AL which calculates the un
bounded potential field induced by a cavitating propeller (Greeley 
and Kerwin, 1990). The calculation is performed for 60/Z time-
steps (key blade angles). 

Step 2; Solve the tunnel problem to obtain (j){x, y, z, B), the 
perturbation potential at {x, y, z) on ST when the key blade is at 
the 6 position. The potential <i>(x, y, z, 0) is obtained by solving 
Eq. (5). This calculation is performed for 60/Z_time-steps. 

Step 3; Calculate the inflow to the propeller, V (x = 0, r, 6 + 
UTTIZ), as given by Eq. (17). U„ corresponds to the unperturbed 
inflow velocity at (r, 9 -I- ilir/Z), i = 1, . . . , Z, on the propeller 
plane when the key blade is at 9 position, where Z is the number 
of blades. This velocity is evaluated along the mid-chord Une of 
the blade (in the lifting line sense). 

Steps 1-3 are repeated until convergence of the solution. Notice 
that the flow field in the tunnel is periodic with frequency Zn 
where n is the propeller RPS. Thus, the tunnel problem has to be 
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Fig. 13 Tunnel effects on the unsteady forces of a propeller; noncavi-
tatlng flow, J = 0.8 

solved only for 60/Z time-steps per iteration. The coefficient 
matrix that corresponds to the tunnel problem does not change 
with time, and is LU decomposed only once, while the solution at 
each time step is carried out via backward substitution. An advan
tage of the present iterative method is that there was no need to 
modify the existing propeller analysis code, HPUF-3AL. 

Convergence of the Method 

The convergence history with iteration number for the mean 
thrust coefficient, Kj, and the mean torque coefficient, KQ, is 
shown in Fig. 5. The propeller geometry, the tunnel section di
mensions, and the wake inflow for the CAPREX II experiment 
performed at the MIT cavitation tunnel are used (Mishima et al., 
1995). The 3-bladed 12 inch diameter propeller model N4148 
(designed by DTMB) is used, with characteristics given in Table 1. 
The tunnel has a 20 inch square cross section. The paneling for the 
tunnel is L1212 shown in Fig. 7. The paneled tunnel length is 24/f; 
12 R upstream of the propeller and 12 R downstream of the pro
peller, with R being the propeller radius. 

Figure 6 shows the convergence history with iteration number 
for the circumferential mean axial velocity in the propeller plane. 
It is concluded from Figs. 5 and 6 that the iterative method 
converges very fast. After applying the iterative process to several 
cases, it has been found that generally three iterations are enough, 
even for heavily loaded propellers. 

In the formulation, it is assumed that the upstream and down
stream boundaries are far enough from the propeller. Thus the 
effect of the extent of the paneled tunnel on the solution is of great 
importance. The predicted Kr and V^ are shown in Fig. 8 for the 
various tunnel extents shown in Fig. 7. 

The middle part, x from —4 to 4, for each of the cases shown in 
Fig. 7 is modeled with the same paneling, so that only the tunnel 
extent effect is observed. It may be concluded from Fig. 8 that; (a) 
the upstream tunnel length is not important, and (b) the down
stream extent of the tunnel should be longer than SR. For this 
propeller condition, the length of the ultimate wake is slightly 

• Open Flow 0.001 
Q Inside the Tunnel 

1 2 3 
Blade Harmonics 

I Open Flow 
Q Inside the Tunnel 

1 2 3 
Blade Harmonics 

Fig. 14 Tunnel effects on the unsteady forces of a propeller; cavltating 
flow, J = 0.94, <r„ = 1.9 

0 90 

Blade Angle (deg.) 

Fig. IS Tunnel effect on cavity volume; J = 0.94, (r„ = 2.7 

greater than SR in HPUF-3AL. This suggests there could be a 
relation between the length of the ultimate wake and the required 
downstream tunnel extent. More detailed investigation on the 
downstream tunnel length confirms that the downstream tunnel 
length should be longer than the ultimate wake to get results which 
are not affected by the modeled tunnel length (Choi and Kinnas, 
1998). 

The effect of number of panels on the solution for fixed tunnel 
size is given in Fig. 10 for the grids shown in Fig. 9. A relatively 
mild dependence on the number of panels is found. The grid 
G360707 has been found as the most suitable for a large variety of 
tried cases. The corresponding CPU time for this grid and for three 
propeller-tunnel iterations is about 20 minutes on a DEC Alpha 
600 5/266. 

Numerical Results 
All results in this section are obtained for propeller N4148 and 

the conditions in CAPREX II already mentioned (Mishima et al., 
1995). The method is first applied in the case of uniform flow and 
the results are compared to those of Glauert. Glauert modeled the 
propeller with an actuator disk and assumed that the axial velocity 
is uniform upstream of the tunnel, in propeller slip stream, and 
outside of the slip stream. Then, by applying continuity, Ber
noulli's equation, and axial momentum conservation he obtained a 
simple relation between the equivalent open flow speed and thrust 
for various tunnel cross sectional areas (Glauert, 1947). He defined 
A as the ratio of the actual mean velocity through the tunnel, V,„„ 
to that of an open flow, V„^„, which would result the same 
propeller thrust. He also gave the value of A as a function of the 
thrust coefficient and the ratio of the propeUer disk to the tunnel 
cross-sectional area. This ratio can also be predicted by the present 
numerical method by running the propeller in open flow and inside 
of a tunnel. 

Figure 11 shows the A versus T curves given from Glauert's 
theory and from applying the present method. Non-cavitating 
conditions were used and the viscous flow effects were not in
cluded in the propeller analysis method, in order to replicate the 
assumptions in Glauert's theory. Notice that the two curves are 
very close to each other in the case of light propeller loading (small 
T), and that they start deviating from each other as the loading 
increases. The differences are attributed to the different propeller 
models (actuator disk vs. lifting surface) used in the two methods, 
as well as to the assumptions in Glauert's theory that were men
tioned previously. A more thorough comparison of the present 
method to Glauert's theory is given by Choi and Kinnas (1998). 
The effect of having a square tunnel instead of a circular one on the 
solution has been investigated for the conditions of CAPREX II 
and found to be negligible. However, this effect should become 
more significant for heavily loaded propellers and larger propeller 
disk to tunnel sectional area ratios. It should be noted that the range 
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(a) Predicted cavity shapes; WITHOUT the tunnel effect (top) 
and WITH the tunnel effect (bottom) 

(b) Photograph taken from CAPREX 

Fig. 16 Comparison of cavity shapes, J = 0.9087, tr„ = 2.576, Fn = 9.159 

of T in CAPREX II is 0.01 s T S 0.3, where the two curves are 
in very good agreement. 

Figure 12 shows the non-uniform inflow at the propeller 
plane inside the tunnel at the zeroth iteration (open flow) and at 
the third iteration after convergence of the solution has been 
achieved. The values of the corresponding thrust and the torque 
coefficients are also given in Fig. 12. The advance ratio is equal 
to J, = 0.8 and the flow is noncavitating. The initial inflow at 
the propeller plane is the effective wake, as predicted from the 
nominal wake (measured in CAPREX) by using WKPROC 
(Wilson and Van Houten, 1983), an extension of the method 
described in (Huang and Groves, 1980). Only the axial compo
nent of the measured inflow has been considered, knowing that 
the other two components of the inflow velocity are negligible. 
In open flow the mean thrust and torque of the propeller are Kr 
= 0.1334 and KQ = 0.02003, respectively. The converged 
thrust and torque inside the tunnel are KT = 0.1456 and KQ = 
0.02174, respectively. This thrust corresponds to T = 0.3652, 
while the converged mean axial velocity corresponds to A = 
1.0565. The modified inflow, which includes the tunnel propel
ler interaction, is shown at the bottom part of Fig. 12. Notice 

that for this propeller geometry and flow conditions the effect of 
the tunnel on the inflow is an almost "uniform" reduction in the 
values of the axial velocity. Also, in the same figure the 
existence of a small radial outward flow is shown. This outflow 
off-sets the contraction of the propeller flow so that the result
ing flow is aligned with the tunnel walls. 

The harmonics of the unsteady propeller forces in open and 
tunnel flow are shown in Fig. 13. The effect of the tunnel on the 
unsteady forces is negligible in this noncavitating flow case. This 
is consistent with the velocity profiles shown in Fig. 12. The 
harmonics of the forces are also shown in the case of cavitating 
flow in Fig. 14. Notice now that the differences are larger. 

The effect of the tunnel on the predicted cavity volume is shown 
in Fig. 15. The cavity volume shown in the figure is that of a single 
blade. The advance ratio J = 0.94 based on the tunnel inflow 
velocity or J^o, = 0.91 based on the equivalent (for mean thrust 
identity) unbounded inflow velocity. The reason the cavity volume 
has two "peaks" is that the propeller inflow wake has two slow 
velocity regions, as seen in Fig. 12. The drastic increase in cavity 
volume due to the effect of the tunnel is clearly shown. In Fig. 15, 
cavity volume for 7 = 0.91 calculated under open flow condition 

Open Flow 
Blade Angle -30° 

Open Flow 
Blade Angle 6° 

Open Flow 
Blade Angle 30° 

Inside the Tunnel 
Blade Angle -30° 

Inside the Tunnel 
Blade Angle 6° 

Inside the Tunnel 
Blade Angle 30° 

(a) Predicted cavity shapes; WITHOUT the tunnel effect (top) 
and WITH the tunnel effect (bottom) 

(b) Photograph taken from CAPREX 

Fig. 17 Comparison of cavity shapes, J = 0.9087, o-„ = 2.907, F„ = 9.159 
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is also shown. The difference between the curves "Inside the 
Tunnel" and "Open J = 0.91" is relatively small. However, this 
difference shows that the tunnel interaction computed by the 
current method is more than a simple adjustment of the mean axial 
velocity. 

The predicted cavity shapes for one of the cases in CAPREX are 
shown in Fig. 16(a). The advance ratio / based on tunnel velocity 
is 0.9087. The cavitation number based on RPS n is a„ = (pstau 
- pJO.Spn^D^) = 2.576, and the Froude number is F„ = 
(n^D/g) = 9.159. The corresponding photographs of the blade at 
three different angles are shown in Fig. 16(b). Dashed lines cor
responding to painted curves and marks on the blade shown in the 
photographs are drawn on top of the computed cavity shape plots 
in order to facilitate the comparison. A similar comparison for a 
different cavitation number (cr„ = 2.907) is shown in Fig. 17. The 
drastic effect of the tunnel on the cavity shape is clearly shown in 
Figs. 16 and 17. The increase of the cavity size in the tunnel is due 
to the reduction of the inflow velocity at the propeller plane. Note 
the good agreement of the predicted cavity shapes to those shown 
in the photographs, except in a region very close to the blade tip 
where the present cavity model is expected to break down. 

Conclusions 
In this paper, the problem of a cavitating propeller inside of a 

tunnel is formulated via the perturbation potential method. An 
iterative method that accounts for the fully unsteady tunnel— 
propeller interaction problem is developed. One advantage of this 
iterative method is that there is no need to modify the existing 
cavitating propeller analysis code, HPUF-3AL (or its future up
grades). The iterative process is found to converge very fast, 
usually within three iterations even for a heavily loaded propeller. 
The effect of the tunnel extent and the number of panels on the 
predicted propeller forces and cavity shapes has been found to be 
insignificant. The equivalent open water velocity is calculated and 
then compared to that predicted from Glauert's formula. The two 
velocities are found to agree well in the case of light propeller 
loading, but deviate from each other as the propeller loading 
increases. The effect of the tunnel on unsteady forces has been 
found to be negligible in the case of non-cavitating flows, but 
appreciable in the case of cavitating flows. The effect of the tunnel 
on the predicted cavity extent and volume has been found to be 
drastic. AppUcation of the numerical method has shown that a 
uniform adjustment to the inflow is not sufficient in the case of 
cavitating flows. Predicted cavity shapes have been found to be in 
very good agreement to those observed in CAPREX II, a cavitating 
propeller experiment. 
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The Cavermod Device: 
Hydrodynamic Aspects 
and Erosion Tests 
The Cavermod (CAVitation ERosion MODel) is an erosion test device first described by 
Dominguez-Cortazar et al. (1992, 1997). Recently, it was modified in two steps: first by 
increasing its maximum rotation rate (from 4500 to 8000 rpm) and second by shortening 
its vapor core (from 156 to 66 mm). This paper plans to present the main results which 
are obtained in both configurations (long and short vortex) and for "slow" or "rapid" 
regime of rotation. They mainly concern 1. the hydrodynamic aspects of the vapor core 
collapse, as deduced from observation of rapid films (evolution of the vortex length, 
collapse velocity), 2. the erosion patterns produced on metallic targets such as pure 
aluminium and copper. A second companion paper will present the results of force 
measurements in both configuration and an attempt to estimate the local erosive pres
sures. 

1 Introduction 
The Cavermod is an apparatus which uses the axial collapse of 

the vapor core of a liquid vortex in order to produce high forces 
concentrated on small areas over a finite time so that significant 
erosive effects on hard materials are obtained. It was first described 
in Dominguez-Cortazar et al. (1992) and more recently in 
Dominguez-Cortazar et al. (1997). The latter paper gives details on 
the genesis of the idea of vapor vortex axial collapse and its 
achievement in the Cavermod device. Let us recall only that the 
vapor vortex is formed near the axis of a rotating chamber, initially 
filled with deaerated water, by the small displacement a of a piston 
which results in the increase of the chamber volume (see Fig. \(a) 
in which the parallel lines denote the vapor core). Then the rapid 
motion of the piston, due to the shock of a mass moving under a 
pressure difference AP, compels the vortex to collapse axially, at 
a high velocity V. At the end of the collapse, the closure region hits 
either a force transducer or a metallic target, which allows the 
measurement of the force exerted on the wall or the observation of 
the erosion patterns. 

Recently, that device was modified in two steps (Filali, 1997). 
First, its maximum rotation rate was increased from 4500 to 8000 
rpm, which results in a smaller minimum initial radius for a stable 
cylindrical vapor core (Rosenthal, 1962), and then in a possibly 
higher collapse velocity. Second, the shape of the piston was 
modified (see Fig. \{b) in which the shaded area denotes the 
modified piston), so that the initial vortex length became 66 mm 
instead of 156 mm, which is the chamber length. The shortening of 
the vortex aimed to limit the development of the free surface 
unstabilities, which are believed to be at the origin of the dispersed 
pattern of erosion pits, in the case of the long vortex (Dominguez-
Cortazar et al, 1997, Filali, 1997). 

In this paper, we present the results of works which were 
undertaken with both configurations (long and short vortices) and 
for different values, middle and high, of the rotation rate. They 
relate first to hydrodynamic aspects: vortex length evolution, col
lapse velocities, size of the residual vapor core and second to 
erosion effects: erosion patterns, pits number, eroded volumes, 
correlation with material properties and comparison of Cavermod 
with other classic erosion tests devices. In the second, companion 
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paper (Filali et al., 1999), results of force measurements are given, 
which were obtained from three different methods, and estimates 
of the erosive pressures are attempted. 

2 Main Parameters 

Besides the piston radius R (i? = 21 mm) and the initial length 
L' of the vapor core (L' = L for the long vortex), the main control 
parameters of the Cavermod are the rotation rate fl, the displace
ment of the piston a and the driving pressure AP by which the 
mass which produces the shock against the piston is moved. The 
resulting parameters are the initial vapor core radius ro, which 
depends on a and fl through centrifugal forces, and the collapse 
velocity V which depends on AP and FO. The effect of centrifugal 
forces on the deformation of the lucite chamber wall can be 
estimated from classical relations coming from Elasticity theory. 
Table 1 gives the corrective coefficient which must be applied to 
the geometrical value of ro (given by ro = RVa/L' from the 
conservation of liquid volume) in order to estimate the effect of the 
centrifugal forces. 

Fig. 1 The two kinds of working, (a) Long vortex; (b) short vortex 
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To (mm) 

0.5 
1.0 
1.5 
2.0 

Table 1 

4000 

1.41 
1.12 
1.05 
1.03 

ft (rpm) 

6000 

1.80 
1.25 
1.12 
1.07 

8000 

2.25 
1.42 
1.20 
1.48 

The effect of centrifugal forces is important for high rotation 
rates and small radii. At high O-values, it may happen that the 
vapor core appears as a consequence of centrifugal forces only. In 
such a case, it would be possible to reduce the initial radius until 
its limiting stable value is attained by giving a negative value to the 
parameter a. However, such a possibility was not used in the 
present study. In the following, the size of the vortex is indicated 
by either a or the geometrical value of ro. 

3 Hydrodynamic Aspects 
In the case of the long vortex, sixteen rapid films (at a frame rate 

close to 40,000 im/s) were taken to observe the evolution of the 
vapor vortex core. At each "shot" of the Cavermod, several col
lapses and rebounds are observed over a total duration of about 50 
ms. In general, the first collapse takes less than one milhsecond as 
shown on Fig. 2, which gives the evolution of the vortex length 
during its first collapse for three values of the initial radius. The 
evolution versus time is approximately linear, however, significant 
variations in the slope can be observed. It must be noted that such 
evolutions are fairly repeatable. Figure 3 shows an example of 
three first collapses and rebounds. Of course, the first collapse is 
the fastest one, and from the measurement of forces, it appears that 
erosion takes place at the end of the first collapse. Figure 4 shows 
the dependency of the mean velocity of the first collapse on the 
driving pressure AP, for low and high rotation rates and two values 
of the initial radius. In the case ft = 7,000 rpm, the real value of 
the radius is of the order one millimeter, as given by Table 1, 
which explains that the difference between the results of both 
experimental cases is not too important. In the range of the 
experimental values, the dependency can be considered roughly 
linear. Attention has to be drawn to the high values of the collapse 
velocities which can exceed 1000 m/s. In fact, instantaneous 
velocities can reach 1200 m/s. The dependency V(AP), for AP 
smaller than one bar, is not known. From an elementary mechan
ical model, which does not take friction forces into account, and 
assumes an inelastic shock between the moving mass and the 
piston, the piston velocity should vary as (AP)"^. Then V could 
vary also according to the same approximate law for the small 
values of AP. 

In the case of the short vortex, the collapse is not so easily 
observed and only small values of AP were tested. Figure 5 shows 
an example of first collapse for AP = 1 bar and a = 0.1 mm, 
which corresponds to to = 0.82 mm. In this case, the collapse is 
preceded by a noticeable time of acceleration: this is probably due 
to the larger value of the piston mass. It results in a significant 
difference between the mean (V„) and the maximum (V̂ .™) values 
of the collapse velocity. As expected, the perturbations of the free 
surface are less developed in the case of the short vortex and the 
two-phase torus which appears at the end of the first collapse 

A 

o 

TQ = 0.5 mm 

ro= 1.7 mm 

TQ = 2.4 mm 

n = 7000 rpm 
AP = 2.0 bars 

b '6 'b, XD 
>0. 

"O, 
XD P 

\ . 
\ 

600 800 

Time (jis) 

Fig. 2 Evolution of tlie vortex length (first collapse) (Uncertainties: ±1 
percent on time, ±3 mm on length) 

(Filali, 1997, Dominguez-Cortazar et al., 1997) is reduced with 
respect to the case of the long vortex. 

In Dominguez-Cortazar et al. (1997) the role of Coriolis forces, 
by which the total axial moment of momentum of the liquid body 
is kept constant, was discussed. They prevent the total closure of 
the vapor vortex core and favor the existence of a thin vapor 
residue, visible on Fig. 8, downstream the pressure wave. In order 
to model this phenomenon (Filali, 1997), calculations were under
taken on the base of the rotating flow model developed in the 
Batchelor's textbook, except that here a pressure condition is 
imposed on the vortex core, upstream and downstream the tran
sient overpressure which reduces the core size. In Fig. 6 the 
variations of the residual vortex radius r, versus the rotation rate 
are displayed for different conditions of working of the Cavermod. 
In Fig. 7 the tangential velocity V^ profile near the vapor residue 
is shown: it is linear except near the residue itself where a r^' law 
is obtained. The fj-values are rather small, of the order ten mi
crometers. This is mainly due to the small value of the similarity 
parameter ftfo/U (the inverse of the Rossby number) in the present 
experiment: for example, for ft = 7000 rpm = 733 rd/s, the larger 
value of this parameter for the three cases under consideration in 
Fig. 6 is lower than 0.001. Despite this small value, Coriolis forces 
prevent the formation of a reentrant jet which otherwise would 
appear in the region of vortex core closure. We can mention 
another example of the efficiency of Coriolis forces; instead of the 
cylindrical vapor core, with Cavermod it is possible to form a 
chain of small bubbles, with diameter equal to about one millime
ter, on the rotation axis: under the transient overpressure those 
bubbles don't disappear but remain visible and can be observed on 
rapid films (Filali, 1997). This finding should be considered as a 
guide for any modeling of the bubble behavior in a rotating liquid 
medium. 

FinaUy, Fig. 8 shows a photograph of the two-phase torus for the 
case of the long vortex: it was taken under a short flash lighting, at 
a time close to the end of the first collapse. On the original some 
rough structures are visible inside the torus, which can be put in 

Nomenclature 

a = piston displacement (mm) 
AP = driving pressure (bar) 

L = chamber length (mm) 
L' = vortex core length (mm) 

R = piston radius (mm) 
V = axial collapse velocity (m/s)) 
ft = rotation rate (rpm) 
To = initial vortex radius (mm) 

r, = residual vortex radius (mm) 
Vb = tangential velocity (m/s) 
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Fig. 6 Residual vortex radius vs the rotation rate (calculation results) 
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relation with the dispersed patterns of erosion pits on metallic 
targets (see hereafter). 

4 Erosion Tests 
Figure 9 shows two photographs of the erosion patterns obtained 

from one Cavermod shot on pure aluminium samples in the cases 
of long and short vortices for the same driving pressure AP = 2 
bars. It is visible that the short vortex gives a concentrated erosion 
figure, contrarily to the long vortex. In order to quantify this 
aspect, we consider the real values of the radius FQ by taking the 
effect of centrifugal forces into account. We obtain 1.2 mm and 1.3 
mm approximately for the long and short vortex, respectively, 
while the maximum values of the corresponding erosion pattern 
sizes are 3 mm and 1.4 mm. Thus the size of the erosion pattern 
given by the short vortex on a soft material such as pure aluminium 
is rather smaller than the diameter of the initial vapour core, while 
it is larger in the case of long vortex. This reinforces the link 
between the hydrodynamic aspects—perturbations of the free sur
face, final two-phase torus—and the erosion damage on solid 
materials. 

The eroded areas are also described using a microscope with a 
Mirau interferometric objective (Belahadji et al., 1991). In general, 
such an apparatus allows only the observation of a limited window. 
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Fig. 7 Profile of the circumferential velocity near the vapor residue 
Fig. 5 Evolution of the short vortex length (Uncertainties: as in Fig. 2) (calculation results) 
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Fig. 8 The two-phase flow torus at the end of the collapse. Case of the 
long vortex (diameter of the two-phase torus on the left: about 5 mm). 

the size of which is smaller than the present erosion patterns. 
Figure 10 shows the whole patterns corresponding to Fig. 9, as 
reconstructed from photographs of elementary windows. In such a 
representation, two neighboring black fringes correspond to dif
ferences in altitude of A/2, where A is the mercury light wave
length, i.e., A/2 = 0.273 /xm. The dispersed pattern given by the 
long vortex is apparent in that view also. Concerning the short 
vortex, the photograph shows a global depression, the diameter of 
which is about 1.4 mm and the depth cannot be easily estimated, 
as the number of fringes is high. In addition, a complicated pattern 
of secondary craters is seen inside the global depression. A three-
dimensional image of the same erosion figure, obtained from a 

Fig. 10(a) Long vortex 

i£ 

•''"^-'M-..-' 

••f j^MS^,". |K; , .:'F .. Ĵ.̂ -*,j4 

Fig. 9(a) Case of long vortex: diameter 3 mm 

Fig. 9(b) Case of short vortex: diameter 1.4 mm 

Fig. 9 Erosion patterns on aluminium samples 
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Fig. 10(b) Short vortex 

Fig. 10 Reconstruction of the eroded areas by Interferometric method 

laser profilometer, is given in Fig. 11: it allows us to have a more 
realistic idea of the erosion pattern and to emit some assumptions 
on the probable mechanisms leading to its formation. The isolated 
craters seem to be due to the collapses of individual bubbles 
existing in the two-phase medium at the end of the first collapse, 
which possibly influence their vicinity by emitting shock waves, as 
described by Tomita and Shima (1986) and Alloncle et al. (1992). 
This should be true also for the dispersed patterns given by the 
long vortex. Regarding the global depression of Fig. 9(b), it is 
difficult to assign it a precise origin: may be the global effect of the 
vortex closure region which hits the solid wall, or may be the result 
of the individual bubble collapses. As the region of craters is far 
enough from the frontier of the global depression in Fig. 10(b), the 
first hypothesis might be preferred. Anyway, subsequent experi-

Fig. 11 Profile of the eroded area by laser profilometer 
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Fig. 12 Correlation between the pit depth and the pit diameter (Uncer
tainties: ±5 percent on the diameter, ±.130 jum on depth) 

ments with hard materials and short vortex have shown that the 
global depression does not appear necessarily and that erosion 
figures can be limited to isolated craters in a restricted area. 

By means of the interferometric microscope, it is possible to 
measure the pits number and the pits size—depth and diameter—if 
the erosion pits are isolated, which is the case for the erosion 
patterns given by the long vortex. Figures 12 to 14 give results on 
the erosion pattern produced by one shot of the Cavermod, under 
a driving pressure of two bars, on a pure aluminium sample. Here 
statistics are possible as the number of pits, i.e., 329, is high. 
Correlation between pits depth and diameter is given in Fig. 12: in 
general, the ratio is between .2 and 3 percent. The histogram of pits 
number given in Fig. 13 displays the overwhelming number of 
small pits, with diameter lower than 20 /xm, but from the view
point of damage, the histogram of eroded volumes (volumes are 
estimated from the cone approximation) of Fig. 14 shows that only 
larger pits, although rare, are significant. In Fig. 15, the total 
eroded volumes of aluminium and copper, corresponding to one 
shot of the Cavermod, are shown as functions of the total impact 
force exerted on the sample (see the companion paper for the force 
measurement): it appears that the dependency is roughly linear. 

Figure 16 shows correlations between material properties of the 
erosion samples—Brinnel hardness and breaking resistance—with 
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the eroded volumes and the number of pits produced on four 
materials: pure aluminium (329 pits), copper (300), brass (150) 
and stainless steel 316 L (74) under the same working conditions 
of Cavermod: a = 0.1 mm, O = 8,000 rpm, AP = 2 bars). While 
the increase of pits number when the material properties decrease 
is regular enough (Fig. 16(/))), a large difference on volumes is 
seen between aluminium and copper in Fig. 16(a): this is mainly 
due to the difference in the number of big pits produced on both 
materials. As those experiments were not repeated, it is difficult to 
know if such a behavior is essential or is in relation with some 
variations of the Cavermod in the production of large erosive 
structures at the end of the first collapse. 

Finally, Fig. 17(fl) and MQ}) compare correlations (pits depth)/ 
(pits diameter) for aluminium and copper, as given either by 
Cavermod or by usual erosive test devices such as the vibratory 
A.S.T.M. G32 device or the venturi device developed at the Fukui 
University (Japan). It appears that the ratios depth/diameter are 
roughly the same, with a possible larger value in the case of 
aluminium. However, the major information is relative to the size 
of the largest pits produced by the Cavermod, which can be twice 
the size found in usual test devices. Such a comparison is corrob
orated by the comparison concerning the forces produced in those 
different devices: for example (Filali, 1997), for fl = 4,500 rpm. 

100 150 200 

Impact load (N) 

Fig. 15 Eroded volumes vs the Impact load (Uncertainties: ±5 percent 
on the load, ±15 percent on the volume) 
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To = 1.2 mm, AP = 4 bars, the force is larger than 150 N, i.e., five 
times larger than the force obtained in the venturi device with a 
water velocity equal to 30 m/s. 

5 Conclusion 

The Cavermod device was recently modified by the increase 
of its rotation rate and the shortening of its vapor core. In the 
present paper, the main results concerning hydrodynamics as
pects and erosion figures, as obtained with long and short 
vortices, are compared. They relate first to the vortex length 
evolution, the collapse velocities (which can reach and even 
exceed 1000 m/s in the case of the long vortex) and the size of 
the two-phase region which takes place at the end of the first 
collapse. In particular, it appears that the reduction of the vortex 
length results in a least development of the free surface pertur
bations of the vortex core, and then in a smaller two-phase 
region. As to erosion results, contrarily to the long vortex which 
gives dispersed patterns of erosion pits, the small vortex allows 
us to get concentrated erosion patterns, at least on soft materials 
such as pure aluminium. In this case, the size of the erosion 
pattern, about 1.4 mm, is smaller than the diameter of the 
vapour core, and a unique depression can be seen, with second
ary craters inside it, deeper than the main depression. Other 
results are relative to the number and size of pits produced by 
the long vortex. As a result, the comparison with other erosion 
devices displays the capacity of Cavermod to produce larger 
damage figures. 
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Fig. 17 Correlations pits diameter/pits depth in cavermod (case of long 
vortex), and otiier erosion devices 

In the companion paper, results concerning force measure
ments are presented. From the results given here concerning the 
size of the indentations obtained with the short vortex, it ap
pears that new developments of Cavermod can be envisaged: as 
that size exceeds the smaller diameter of available pressure 
transducers (about one millimeter), the direct measurement of 
the mean value of the erosive pressure, not only of the global 
forces, becomes possible. 

Uncertainties 
The geometrical parameters R, L, L', a, and the rotation rate 

H are known within uncertainties lower than 0.5 percent, which 
can be considered as negligible. The driving pressure AP is 
known at about 2 percent. For the vortex evolution given by 
rapid films (Figs. 2, 3, and 5) the time is known thanks to an 
oscillator which controls a lamp at a rate of 1000 Hz. Thus the 
precision on time is better than 1 percent. The major uncertain
ties is in the estimate of the vortex core length, as the vortex 
closure region may be poorly determined, particularly at the end 
of the collapse: the error on the length is ±3 mm. It gives a 
relative uncertainty on the mean collapse velocities of 5 percent 
calculated with the total length (Fig. 4), and a larger value (at 
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least 10 percent) for the instantaneous velocities. For the size of 
erosion pits, the depth is known within A/4 (about .130 ju.m), 
which makes a better precision for deeper pits. If the pit is not 
exactly circular, the pit diameter is estimated as the mean value 
of the greatest and the smallest value of the diameters. The ends 
of the diameter are taken at the exterior of the external fringe 
and the uncertainty on the diameters is of the order the width of 
fringe, which makes a poor relative precision for small pits 
(about 20 percent). 
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The Cavermod Device: Force 
Measurements 
The Cavermod device, as described in the companion paper (Filali et al., 1999), allows 
us to produce the axial collapse of a cavitating vortex at high velocities. From a global 
point of view, we can consider that it produces a high momentum in the axial direction. 
Large forces, concentrated on a small area and able to produce erosion pits on hard 
materials, result from the sudden momentum stopping against a solid wall. In this paper, 
the results of the forces measurements are given. Four different measurements devices are 
used to analyze the Cavermod performance in both cases of long and short vortex: 
dislocations in MgO (Magnesium Oxide) single crystal, two special piezoelectric ceramic 
transducers and a PVDF film transducer. Special attention is given to the PVDF film 
response which is found twice the response of other devices. In addition, an attempt is 
made to interpret the temporal force signal given by a ceramic transducer in terms of 
local erosive pressure. 

1 Introduction 
It is well known that the analysis of erosion damage caused by 

cavitation is a complicated task as it addresses diverse fields of 
applied sciences, such as fluid and solid mechanics, metallurgy or 
material science etc. Outside of the fact it is difficult (if not impossi
ble) for the researchers to gain a deep ability in such different fields of 
knowledge, it appears that a technical difficulty brings an additional 
challenge to progress in the knowledge of cavitation erosion: at the 
present time, it is not possible to know the exact value of the pressure 
arising from the erosive fluid events at the fluid/solid interface. This is 
mainly due to the size of the available pressure transducers which 
usually exceeds the very small size of the pressure peaks by one or 
several orders of magnitude, the ratio between those sizes remaining 
anyway unknown. That difficulty is a hard and frustrating point since 
pressure justly is the physical parameter common to the fluid and solid 
domains and it controls the response of the solid material. In such a 
situation, the best that can be done is to limit prospects to the 
measurements of forces under repeatable conditions and seize any 
favorable circumstance to proceed to the estimate of the erosive 
pressure. 

The Cavermod device, such as described in the paper by 
Dominguez-Cortazar et al. (1997) and the first companion paper 
(Filali et al., 1999), is well suited to force measurements. From a 
global point of view, the axial collapse of the cavitating vortex can 
be considered as a high impulse in the axial direction. Large 
forces, concentrated on a small area and able to produce erosion 
pits on hard materials, result from the sudden stopping of the liquid 
momentum against the solid wall. Thus, the conditions of forces 
occurrence are fairly well controlled and repeatable, and the im
pact location is known in advance: those expected features make 
forces measurements desirable, and from the beginning some 
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attempts were made to characterize the impact force by a com
mercially available transducer (Dominguez-Cortazar et al, 1997). 
However, such transducers don't resist a long time to the agression 
of collapses, and other ways have to be taken to get valuable 
information on forces. 

The first way was to use PVDF (PolyvinyMdene fluorure) films in 
order to make by hand force transducers directly in contact with the 
erosive events and to calibrate them dynamically (Nguyen et al, 
1994; Soyama et al., 1999). The other methods were brought to the 
LEGI Labotatory by Professors Hattori and Fujikawa, on the occasion 
of stages as invited professors: firstly the measurement of dislocation 
etch-pit pattems produced on Magnesium Oxide single crystal (Hat
tori et al, 1988; Okada et al., 1994) and second two kinds of pressure 
transducers, both of them being built on the same principle (Jones and 
Edwards, 1960) but different in their practical achievement. Subse
quently, they will be called ceramic tt'ansducers 1 and 2, respectively. 
The results of tiie four methods are given in the present paper, for the 
long and short vortices configurations (see the companion paper): a 
general result is the approximately hnear dependence of the forces on 
the driving pressure AP of Cavermod. Another peculiar result de
serves a special attention: it is found that the PVDF film, although 
calibrated by the same method (dropping ball) as ceramic transducers 

1 and 2, gives a response approximately twice when it is submitted to 
the Cavermod shot. 

In the conclusion of the companion paper, it was suggested that, as 
the size of the erosion pits produced by the short vortex on a pure 
aluminium sample is larger than one millimeter, hopefully we can 
anticipate that at least the mean pressure over the area of such a pit 
will be measured in the near future. Here, taking advantage of the 
ceramic transducers features, we proceed to another attempt toward 
the erosive pressures. It leads us to values in the range of 0.45 to 3 
GPa, which seem to be relevant to the erosion phenomena. 

2 The Measurement and Calibration Methods 

2.1 Dislocation Patterns in MgO Single Crystal. This 
measurement technique, first used in the field of lubrication (Du-
frane and Glaeser, 1976; Hattori et al., 1988), was then adapted to 
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1000 

Fig. 1 Rockwell Indent In hardness test 

cavitation erosion by Brooks et al. (1992) and Okada et al. (1994). 
Under an external, large enough stress, dislocations appear at the 
surface {100} of the MgO crystal. Normal stresses produce screw 
dislocations in the four planes similar to {110} and {101} which 
are at 45 degrees with respect to the surface plane and intersect it 
along directions {001} and {010}. At the opposite, tangential 
stresses produce edge dislocations in the two planes such as {Oil} 
which are perpendicular to the surface and intersect it along 
directions at 45 degrees with the directions {011} and {Oil}. The 
details of the methods are given by Okada et al. (1994). Figure 1 
shows the indent due to a static Rockwell hardness test aimed to 
the calibration of the MgO crystals. Figure 2 gives the result of the 
calibration, from which it results that the length of screw disloca
tions (the uncertainty of which is +5 percent) approximately 
varies as F"^, where F is the total force. In Fig. 1, it appears that 
both systems of dislocations are present, and indeed the Rockwell 
test produces normal and tangential stresses on the surface of the 
crystals. On the contrary, under the shock of Cavermod (Fig. 3, 
with the following condition of run: O = 7,000 rpm, a = 0.1 mm, 
AP = 3.0 bar), almost all dislocations are of the screw type, and 
then the stresses applied to the liquid solid interface are mainly 
normal to it. 

2.2 PVDF Film Transducer. The use of PVDF films for the 
measurement of cavitation impacts is described with some details 
in Soyama et al. (1998). By comparison to the work of those 
authors, the present tests were made by using films with thickness 
40 |Lim (instead of 110 jam), the natural frequency of which is of 
the order 25 MHz (instead of 10 MHz), and the transducer was 
stuck on the metallic target between two polyamide tapes, one to 
ensure electrical insulation, the other to protect it against the 
erosive agression of the vortex collapse. Then the transducer 
thickness is of the order 0.2 mm. Several transducers were built, 
whose sensing area diameters spread from one to eight millimeters. 
Their dynamical calibration uses the dropping ball method, for 
which the time of contact, lower than 25 /j,s, is measured by means 
of a digital oscilloscope. Figure 4 shows the result of the calibra
tion for a PVDF transducer with diameter 5 mm. The least square 
line does not come exactly through the origin (which does not 
seem too grave, as the measured forces on Cavermod are rather 
large) and its slope entails a high sensitivity s = dVldF = 0.073 
VIN. Differences between the dropping ball calibration and the 
working of PVDF films transducers under Cavermod shocks have 
to be noted: first, the maximum force measured on the Cavermod 
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Fig. 2 Calibration of the MgO crystal 

device (see Fig. 10) is larger by one order of magnitude approxi
mately. Second, although the total shock duration, as given by 
piezo-ceramics transducers, is approximately the same (see Fig. 
13), the individual peaks are shorter (about 5 /xs). On the whole, it 
will appear that the results of the PVDF film measurements, if 
correctly interpreted, fairly agree with the results of other methods, 
which gives some confidence in that method. 

2.3 Piezo-Ceramics Transducers. Figure 5 shows the main 
elements of the ceramic transducer 1. The impact force is mea
sured by a ceramic disk, with thickness 0.25 mm and natural 
frequency 8 MHz, sandwiched between two metallic rods (copper 
or other metal). One of them has its free end mounted flush the 
wall and receives the impact force due to cavitation events. The 
force wave is transmitted to the ceramic disk and then to the 
second metallic rod. The length of the second rod is adjusted so 
that the reflected wave can be distinguished from the incident wave 
in the signal output given by the ceramic disk. Several diameters 
of rods are used to analyze the force exerted by the Cavermod. 

In ordinary erosion devices, such transducers allow the mea
surements of forces together with the loss of mass. When using 
them on the Cavermod device, we can measure the force given by 
one shot only and observe the corresponding erosion pits. For most 
of the present tests, the interest was in the dependency of the forces 
on the control parameters, mainly the driving pressure AP. How
ever, an attempt to estimate the local pressure by considering the 
erosion pits area was also made, as described hereafter (Section 4). 

The ceramic transducer 2 (thickness of the ceramisc disk 0.09 
mm, natural frequency around 29 MHz) is basically similar to the 
first one except that some details are aimed to improve its re
sponse: the first rod is mechanically isolated from the surrounding 
by a soft material and it is made of titanium in order to improve the 
transmission of the force wave to the ceramic disk. Also, the 
conical shape of the second rod end tends to weaken the reflected 
wave. 

Both kinds of transducers were calibrated by the dropping ball 
method, the duration of the impact being in the range 10 to 20 fxs. 
It was found that the calibration coefficient was close enough to 
the value given by the manufacturer, which gives some confidence 

Nomenclature 

a = piston displacement (mm) 
AP = driving pressure (bar) 

L = chamber length (mm) 
L' = vortex core length (mm) 

F — impact force (N) 
R = piston radius (mm) 
V = axial collapse velocity (m/s) 
fl = rotation rate (rpm) 

Ta = initial vortex radius (mm) 
$ = transducer diameter (mm) 

Journal of Fluids Engineering JUNE 1999, Vol. 121 / 313 

Downloaded 03 Jun 2010 to 171.66.16.147. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



pressure detection area 
(copper) • 

Output cables .•=;;;... 

Fig. 5 Ceramic pressure transducer 
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Fig. 3 Dislocation patterns on MgO crystal surface and cross section 
(ft = 7,000 rpm, a = 0,1 mm, AP = 3 bars) 

in the behavior of those transducers. For the following results 
(Figs. 7 to 12), the force F is obtained as the average of the 
maximum amplitude of the signal for ten shots of the Cavermod at 
least. The uncertainty on F is estimated to 10 percent. Due to 
limitation in the speed of the rotating contact, the measurements of 
forces by PVDF and piezo-ceramic transducers were made at a 
rotation rate 11 = 4,500 rpm only. The uncertainty on AP is 2 
percent. 

3 Results of Forces Measurements on the Cavermod 
Device 

3.1 Case of the Long Vortex. Figure 6 shows the results of 
the MgO measurements of forces for different values of the driving 
pressure AP. The tendency is an approximately linear dependence, 

with a value F = 20 N for AP = 1 bar and a maximum value F = 
150 Nfor AP = 4 bars. 

With the ceramic transducer 1 (diameter $ = 5 mm), see Fig. 7, 
we obtain the linear dependency of F versus AP (together with 
uncertainty bars on F), and the maximum value F = 160 N for 
AP = 4 bars. The same linear tendency is found (see Fig. 8) for 
other rod diameters 1 and 3 mm. Meanwhile, the comparison of the 
force increments between the cases 1 and 3 mm, and between the 
cases 3 and 5, gives an idea of the mean pressure distribution: the 
forces increments are lower than the sensing areas increases, which 
involves a higher mean pressure near the centre. In Fig. 9, the 
influence of the initial piston displacement a is shown: for a 
constant value of AP, the force is larger if a is smaller, due to the 
resulting increase in the collapse velocity. 

With the PVDF film transducer also we obtain a roughly linear 
dependency of F on AP, and it was checked that the responses with 
transducer diameters 5 and 8 mm are practically the same. Sur
prisingly, however (see Fig. 10), we obtain a maximum value (for 
AP = 4 bars) close to 300 N, i.e., approximately twice the value 
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Fig. 7 Transducer 1 force versus the driving pressure (Uncertainties: 
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given by the ceramic transducer 1, although the diameters of the 
sensing areas are the same. This singular behavior appears some
what troublesome, all the more the calibration methods are the 
same for both kind of transducers. In our opinion, the explanation 
is to be searched on the side of the wave transmission. On the one 
hand, for ceramic transducers, the transmission of the force wave 
at the interface rod/ceramic disk is the same in both cases of 
calibration and work on Cavermod. On the other, for the PVDF 
film, the steel ball imposes a condition of solid frontier (and thus 
of deformation itself) to the sensing film during calibration tests, 
while during work in Cavermod a pressure condition is imposed 
and the pressure wave is reflected against the solid wall which 
supports the film, then doubling its value. Details of calculation— 
which indeed are classic—can be found in Filali (1997). The 
results of the force measurements by three methods are presented 
in Fig. 11, the values corresponding to PVDF films being first 
modified by the coefficient 0.5. 

3.2 Case of the Short Vortex, Both ceramic transducers 1 
and 2 (with a rod diameter equal to 2 mm) were used in the case 
of the short vortex. The results are shown in Fig. 12. Here also the 
variations of the force versus the driving pressure are markedly 
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linear. Attention is to pay to the slope of the line which roughly is 
twice the slope obtained in the case of Fig. 11. Thus for AP = 4 
bars, the force is larger than 300 N in the case of the short vortex 
instead of 160 N for the long vortex. That happens although the 
collapse velocities are rather smaller in the case of the short vortex: 
as already mentioned, the hydrodynamic impact is concentrated on 
a smaller area in that case, and it appears that the Cavermod device 
is more efficient when working with the short vortex. As a matter 
of fact, the mean pressure resulting from the maximum force value 
just found is not far from 100 MPa: this result is to be compared 
to the erosion pattern presented in Figs. 9(b) and 10(b) of the 
companion paper, in which a global depression, with diameter 1.4 
mm, is produced on a soft material such as pure aluminium, the 
elastic limit of which is approximately 70 MPa, under a driving 
pressure of 2 bars. In that case, it appears that the mean pressure 
in the central part of the impact area is sufficient to make that some 
plastic limit criterion is exceeded over all this area. 

4 Toward Pressure Estimates 
The following observations are made considering the long vor

tex configuration. In that case, the value of the mean pressure 
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corresponding to a force of 160 N and a rod diameter of 5 mm is 
approximately 8.15 MPa, which is lower by far than the yield 
stress of metallic targets. However, the force signal delivered by 
transducer 1 (see Fig. 13) exhibits a number of peaks with ampli
tudes V, at time t,. Figure 14 shows that the number of peaks tends 
to increase with the driving pressure (in that figure, each point 
corresponds to a shot of the Cavermod). The histograms of peaks 
amplitudes (Fig. 15) are spread more largely in the case of the 
larger values of the driving pressure. The time intervals f,+i — f, 
are largely distributed between 0.3 and 3 ju,s, as shown on Fig. 16, 
so that the peaks cannot due to some wave system established in 
the transducer or its neighbouring, which would give a spectrum 
with a unique peak. More, we can note that the extreme values 0.3 
to 3 )u,m correspond to distances 0.46 to 4.6 mm for a velocity 
equal to the sound speed 1450 m/s in water. Those distances are of 
the same order than the distances between bubbles inside the torus 
which is observed at the end of the vapour vortex collapse (see Fig. 
8 in the companion paper). Thus it could be inferred that some 
influences between bubbles, due for example to wave shocks 
emitted at the instant of their individual collapses (Tomita et al., 
1986; Giovanneschi-Testud et al., 1990) occur during the global 
process of collapse of the vapour core. Anyway, whatever the 

400 

S, 300 

I 
I 200 

100 -

• Ceramics "2" 

O Ceramics " 1 " 

£2 = 4500 rpm 
a = 0.2 mm 

2 3 4 5 
Driving pressure, AP (bars) 

Fig. 12 Force measurements in case of short vortex (Uncertainties: as 
in Fig. 7) 

> 15 -

"3 

5" 
a 

0 

•5 

-10 

-IS 

I 
-

-

1 1 

\ 

1 
'1 

I 
i ! , 1 . . . . - . 

50 

Time (|as) 

Fig. 13 Exampie of output signal given by ceramic transducer 1—<I> --
mm—Long vortex (Uncertainties on ttie output signal: ±10 percent) 

scenario may be, it is possible at least to assume that the peaks in 
Fig. 13 are due to the collapse and rebound of individual bubbles, 
as described in the companion paper. 

On the basis of that assumption, it is natural to associate the 
largest signal peak to the largest pit observed on the rod end 
section (this is made with a copper rod) and, more generally, to 
associate peaks and pits previously put in a decreasing order of 
size (in general, the number of pits on copper is larger than the 
peaks number, so that the pits in excess, the smallest ones, are 
disregarded). The results of such correlations are given in Fig. 17, 
for several Cavermod shots, under a driving pressure AP = 1 bar 
(the Cavermod shots are identified by different marks). The result
ing local pressures are in the range 0.45 to 3 GPa, which can be 
considered realistic in comparison with the values of the yield 
stresses of solid materials. 

5 Conclusion 
Four methods, especially tailored for the measurement of forces 

due to cavitation events impacts, have been used on the Cavermod 
apparatus. The first one, based on the development of dislocations 
in a MgO macrocrystal under external forces, is deeply different 
from the three others, which use the piezoelectric effect on either 
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Fig. 17 Pressure estimates—long vortex (Uncertainties: ±10 percent on 
pits area, ±5 percent on the load) 

PVDF films or ceramic disks. The results of the four methods 
agree fairly well, under the condition that the results of the PVDF 
film method are correctly interpreted. They allow us to analyze the 
main features of the Cavermod device. An important result is the 
linear dependency of the impact force on the driving pressure AP. 
The maximum force, obtained in the case of the short vortex, is of 
the order 300 N for a driving pressure equal to 4 bars. It compares 
well with classical erosion test devices, for which the measured 
force is 30 N at most. Endly, when we use ceramic disk transduc
ers, we can associate the elementary peaks of the electric signal 
and the size of the erosion pits produced on the end section of the 
metallic rod: such a correlation gives estimates of the local pres
sures in the range 0.45 to 3 GPa, which seems to be the right order 
of magnitude of erosive pressures. 

• 
• 
0 

AP = 3.0 bars 

AP = 2.0 bars 

AP=1.0bar 

0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0 2.2 2.4 2.6 2.8 3.0 
t i+ i - t i (US) 

Fig. 16 Histograms of the time Intervals between consecutive peai(s 

Acknowledgments 
The financial support of both Japanese Ministry of Education 

(Joint Research, Prof. Kato, 07044124) and French Ministry of 
Education is gratefully acknowledged. 

References 
Brooks, C. A., Green, P., James, R. D., Wallis, R. L., and Kerry, P. R., 1992, 

"Observations on Localized Plasticity and Worlc-Hardening in Magnesium Oxide 
Crystals During the Initial Stages of Cavitation Damage," Proceedings of the IME 
International Conference on Cavitation, Cambridge, pp. 139-145. 

Dominguez-Cortazar, M. A., Franc, J. P., and Michel, J. M., 1997, "The Erosive 
Axial Collapse of a Cavitating Vortex: an Experimental Study," ASME JOURNAL OF 
FLUIDS ENGINEERING, Vol. 119, pp. 686-691. 

Dufrane, K. F., and Glaeser, W. A., 1976, "Rolling-Contact Deformation of MgO 
Single Crystals," Wear, Vol. 37, pp. 21-32. 

Filali, E. G., 1997, "fitude physique de I'implosion axiale de tourbillons cavitants 
formes dans une chambre toumante," P.H.D. thesis, Universite Joseph Fourier, 
Grenoble, France. 

Filali, E. G., and Michel, J. M., 1999, "The Cavermod Device: Hydrodynamic 
Aspects and Erosion Tests," ASME JOURNAL OF FLUIDS ENGINEERING, Vol. 121, 
published in this issue pp. 305-311. 

Giovanneschi-Testud, P., Alloncle, A. P., and Dufresne D., 1990, "Collective 
Effects of Cavitation: Experimental Study of Bubble-Bubble and Bubble-Shock Wave 
Interactions," Journal of Applied Physics, Vol. 67, 8, pp. 15sq. 

Hattori, S., Miyoshi, K., Buckley, D. H., and Okada, T., 1988, "Plastic Deformation 
of Magnesium Oxide {001} Surface Produced by Cavitation," Lubrication Engineer
ing, 44, p. 53. 

Jones, I. R., and Edwards, D. H., 1960, "An Experimental Study of the Forces 
Generated by the Collapse of Transient Cavities in Water," Journal of Fluid Mechan
ics, Vol. 7, pp. 596-611. 

Nguyen, T. H., 1994, "D6veloppement et validation d'une m^thode analytique de 
provision de I'^rosion de cavitation," P.H.D. thesis, INPG, Grenoble, France. 

Okada, T., Hattori, S., and Shimizu, M., 1994, "A Fundamental Study of Cavitation 
Erosion using a Magnesium Oxide Single Crystal: Dislocations and Surface Rough
ness," Proceedings of the 2nd International Symposium on Cavitation, Tokyo, pp. 
185-190. 

Soyama, et al., 1999, paper accepted for publication in the ASME JOURNAL OF 
FLUIDS ENGINEERING. 

Tomita, Y., and Shima, A., 1986, "Mechanism of Impulsive Pressure Generation 
and Damage Pit Formation by Bubble Collapse," Journal of Fluid Mechanics, Vol. 
169, pp. 535-564. 

Journal of Fluids Engineering JUNE 1999, Vol. 121 / 317 

Downloaded 03 Jun 2010 to 171.66.16.147. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



K. Wechsler 
Researcher. 

M. Breuer 
Researcher. 

F. Durst 
Professor, 

e-mail: durst@lstm@uni-erlangen.de 

Institute of Fluid Mechanics, 
University of Eriangen-Nurnberg, 

Cauerstr. 4, D-91058 Eriangen, Germany 

Steady and Unsteady 
Computations of Turbulent 
Flows Induced by a 4/45° 
Pitched-Blade Impeller 
The present paper summarizes steady and unsteady computations of turbulent flow 
induced by a pitched-blade turbine (four blades, 45° inclined) in a baffled stirred tank. 
Mean flow and turbulence characteristics were determined by solving the Reynolds 
averaged Navier-Stokes equations together with a standard k-e turbulence model. The 
round vessel had a diameter ofT= 152 mm. The turbine of diameter T/3 was located at 
a clearance of T/3. The Reynolds number (Re) of the experimental investigation was 7280, 
and computations were performed at Re = 7280 and Re = 29,000. Techniques of 
high-performance computing were applied to permit grid sensitivity studies in order to 
isolate errors resulting from deficiencies of the turbulence model and those resulting from 
insufficient grid resolution. Both steady and unsteady computations were performed and 
compared with respect to quality and computational effort. Unsteady computations 
considered the time-dependent geometry which is caused by the rotation of the impeller 
within the baffled stirred tank reactor. Steady-state computations also considered neglect 
the relative motion of impeller and baffles. By solving the governing equations of motion 
in a rotating frame of reference for the region attached to the impeller, the steady-state 
approach is able to capture trailing vortices. It is shown that this steady-state computa
tional approach yields numerical results which are in excellent agreement with fully 
unsteady computations at a fraction of the time and expense for the stirred vessel 
configuration under consideration. 

1 Introduction and Brief Literature Survey 
The importance of impeller stirred reactors for production pro

cesses in the chemical industry is undisputed. According to Tatter-
son et al. (1991), half of the $750 billion per year output of the US 
chemical process industry is circulated through stirred tank reac
tors (STRs). Additionally, Tatterson et al. (1991) estimate that 
$1-20 billion per year is lost due to inadequate design of mixing 
processes, and they urgently recommend further research studies to 
increase the understanding of mixing processes in order to permit 
reliable process optimization. For this reason, numerous experi
mental investigations have been carried out in order to study both 
single- and multi-phase flow fields inside the vessel, applying 
techniques such as laser sheet illumination (LSI) for qualitative 
visualization of flow patterns or laser Doppler anemometry (LDA) 
for measuring individual velocity components. However, these 
studies are restricted to smaller scale processes, since the analysis 
of real full-size equipment is often impossible. The scale-up rules 
which are applied to transfer the knowledge obtained on the 
laboratory scale are often not straightforward. This uncertainty in 
the scale-up criteria leads to non-optimal design of full-size equip
ment causing the large losses mentioned above. 

Computational fluid dynamics (CFD) provides an alternative 
opportunity for the analysis of industrial fluid flow processes. 
Within this framework, digital computers are used to determine the 
flow field inside STRs by solving the underlying transport equa
tions of flow variables such as mass, momentum or temperature. In 
contrast to most experimental investigations, the size of the setup 
within the CFD simulation is not restricted to the laboratory scale, 
thus providing the possibility of performing the respective analysis 
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on the scale of the full-size equipment. However, using CFD as a 
pure design tool requires accurate knowledge of the performance 
and validity of the solution method employed. Errors in CFD 
predictions can be mainly caused by insufficient grid resolution or 
deficiencies of the applied models. Thus, detailed studies on the 
possibility of CFD to reflect and reproduce physical effects and 
flow characteristics are necessary. These studies have to be com
bined with experiments and usually require very high computa
tional effort as they include sensitivity studies also on extremely 
fine grids in order to isolate discretization and model errors. As 
soon as the performance of the applied models and the required 
grid resolution are known, CFD can be used as a design tool in 
engineering practice. Additionally, efficient computational meth
ods are required in order to achieve short computation times and 
high throughput to allow parametric studies. 

The application of CFD to STRs dates back to the late 1970s. 
Obviously, a particular challenge in simulating the flow in baffled 
stirred tank reactors (BSTRs) is presented by the variation of the 
shape of the flow domain with time. This inherently time-
dependent underlying flow domain requires special attention and 
divides the approaches applied to CFD of BSTRs. Since both fully 
time-dependent and three-dimensional flow simulations are very 
demanding with respect to computer resources such as memory 
and computing power, early investigations were restricted to 
steady and two-dimensional flow simulation. The possibility of 
Steady-State treatment was achieved by considering the azimuth-
ally averaged impact of the impeller in terms of appropriate 
momentum source and sink terms in a 2-D cylindrical coordinate 
system (Harvey and Greaves 1982, Pericleous and Patel 1987). 
The tangentially averaged impact of the impeller on the swept 
volume was also obtained by specifying measured profiles of mean 
and fluctuating velocity components at parts of the boundary of 
this volume (Ranade and Joshi, 1990, Bakker and Van Den Akker, 
1994 and others). However, the usefulness of this approach is 
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restricted since no such detailed experimental data are available for 
industrial mixing applications. 

The steady-state concept was also applied to three-dimensional 
flow simulations by Middleton et al. (1986), perhaps for the first 
time in the open literature. It should be mentioned that an alter
native way to describe the tangentially averaged impact of the 
blade passage can be realized by prescribing swirling radial jet 
models, as it was done by Ju et al. (1990) and Kresta and Wood 
(1991). However, azimuthally averaging in any of the ways men
tioned above hinders the simulation of transient structures such as 
the eddies shed by the impeller blades because they are smeared 
out in the averaging processes. Since these trailing vortices have 
been demonstrated to play an important role in different processes 
and for different types of impellers, there is a strong need for 
simulating these structures. Fully time-dependent computations of 
the flow in the time-varying flow domain of a BSTR (Luo et al., 
1993, Pemg and Murthy, 1993) are capable of simulating these 
structures, as they consider the complete geometry including im
peller shape, baffle shape and relative movement. But, applying 
time-dependent moving and/or deforming grids (sliding or click
ing) requires excessive computational resources, especially com
puting time, since the start-up flow behaviour has to be overcome, 
which is really not substantial for the operation of the BSTR. 
Combining both full description of geometry and a steady-state 
analysis for computational savings can only be achieved by neglect 
of the relative movement of impeller and baffles. Such an approach 
is very promising as a design tool since it is not constrained by 
experimental input but allows computational savings due to the 
steady-state approach. However, within the stationary geometry, 
the flow has to be induced with some computational method: 
Ranade and Dommeti (1996) induced the flow by applying source 
and sink terms for the flow variables on the impeller surface. The 
flow can also be induced by solving the transport equations in a 
rotating frame of reference in a region attached to the impeller. 
Other regions of the tank including the baffles are simulated in a 
frame of reference at rest. A fictitious cylindrical boundary with a 
radius intermediate between that of the impeller blade tips and the 
baffle edges defines the interface between these regions. While 
azimuthally averaging the flow solution over this surface is called 
the inner-outer method, Harvey et al. (1995) called it an approx
imate steady-state method without averaging during the computa
tion. 

Pitched-blade turbines (PBTs) are commonly used in industrial 
mixing applications, partly because they are more efficient than the 
Rushton turbine, e.g., for processes requiring solid suspension. The 
trailing vortices have also been identified as very important for 
ligament and sheet production in liquid-liquid systems, as shown 
by Ali et al. (1981). However, computational investigations on 
the performance of pitched-blade turbines are very limited, in 
spite of their importance: Ranade et al. (1989) performed three-
dimensional steady-state simulations and applied the standard k-e 
turbulence model with boundary conditions developed from ex
perimental data. In 1991, Ranade et al! extended this study to 
mixing of an inert tracer. Although the work of Sahu and Joshi 
(1995) is limited to two-dimensional steady-state simulations with 
the standard k-e turbulence model, it should be mentioned because 
they are perhaps the only workers to report on the impact of 
computational issues such as convergence rates depending on the 
pressure-correction approach or initial values for the iterative 
methods. Since such studies are very time consuming, Sahu and 
Joshi (1995) limited their investigations to two-dimensional flow 
simulations. An approximate steady-state method applied to the 
laminar three-dimensional simulation of PBT flow has been pre
sented by Harvey et al. (1995). They performed detailed grid 
sensitivity studies in order to demonstrate the impact of grid 
resolution on the predictions. Additionally, their work is remark
able since they consider the finite thickness of the PBT's blades. 
Harvey and Rogers (1996) compared these results with those of 
unsteady computations and Harvey et al. (1997) applied this ap

proach to multiple impeller flows. However, all these studies were 
performed in a laminar operation mode. 

PBT in turbulent operation was simulated by Xu and McGrath 
(1996) by a momentum source model. They pointed out that no 
experimental input is necessary and therefore the approach is 
suitable for industrial applications. However, the time-dependent 
characteristics are smeared out since the flow inside the impeller is 
averaged tangentially, thus hindering the simulation of flow around 
the blades and especially the trailing vortices. Bakker et al. (1996) 
compared three different turbulence models for the turbulent op
eration of a PBT. They reported very little difference between the 
prediction of the turbulence models. They were disappointed about 
the errors in the prediction of the power number. As they did not 
carry out both grid sensitivity studies and investigations of the 
trailing vortices and therefore the energy dissipated inside the 
vortices, the benefit from these data is unclear. Simulations of flow 
characteristics within the impeller swept volume of a PBT were 
presented for the first time by Ranade and Dommeti (1996). Within 
their steady-state snapshot approach, the impeller blades were 
fixed at one particular position and appropriate source and sink 
terms for cells adjacent to impeller were prescribed. They refor
mulated the time derivatives in terms of spatial gradients and were 
able to describe transient structures of the flow inside the impeller 
swept volume at significantly lower computational costs than fully 
time-dependent simulations. Sliding mesh simulations were re
ported by Bakker et al. (1997). They confirmed the high compu
tational costs of sliding mesh predictions due to revolution num
bers of up to 35 necessary to yield fully developed periodic 
solutions. They admitted that finer grids will be necessary to 
resolve effects of possible turbulent tip vortices. 

The present paper compares two different modeling approaches 
for three-dimensional flows induced by PBTs operating in the 
turbulent mode. Section 2 describes the governing equations, the 
boundary conditions and the method of solution for the discretized 
equations. In Section 3, the different modeling approaches both 
based on a complete representation of the impeller and its impact 
on the flow are explained. A detailed description of the computa
tional setup is given in Section 4. Finally, the computed results are 
discussed and compared with available experimental data. This 
includes a discussion on the computational performance of the 
code in addition to a critical evaluation of the two different 
modeling approaches concerning the quality of the results and the 
computational efforts required. 

2 Computational Basics 

2.1 Governing Equations. For the unsteady, incompress
ible and isothermal fluid flow under consideration, the Reynolds 
averaged Navier-Stokes equations combined with the well known 
standard k-e turbulence model (Jones and Launder, 1972 and 
Launder and Spalding, 1974), including the constants reported by 
Launder and Sharma (1974), are solved. The mathematical model 
is based on the conservation equations for mass, momentum, 
turbulent kinetic energy k and dissipation rate of turbulent kinetic 
energy e. For rotor-stator configurations such as the stirred vessel 
under consideration, a transformation of the governing equations 
to a rotating frame of reference is necessary for the present 
approach. This transformation leaves the conservation equations of 
mass, turbulent kinetic energy and dissipation rate unchanged, 
while additional source terms representing Coriolis and centrifugal 
forces must be added to the conservation equations of momentum. 

The conservation equations for all transport variables in a Car
tesian coordinate system can be written by 

a(p4>) d 

dt dXi 
pu.'j' - r $ (1) 

where 4> denotes the transport variable, x, the i-th Cartesian 
coordinate, u, the I'-th Cartesian velocity component in the rotating 
reference frame, p the density of the fluid, F^ the diffusivity of $ , 
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Table 1 Transport variable <I>, diffusivlty r « and source term S4, for all 
transport equations applied in the model. Additional relations and con
stants not mentioned In the text; /u,, = Ci,p{l^/e), c^ = 0.09, a-/, = 1.0, a, = 
1.3, C.1 = 1.44, C.2 = 1.92. 

Conservation variable 

Mass 

Momentum (j-th component) 

Turbulent kinetic energy 

Dissipation rate of k 

* 
1 

Uj 

k 

e 

r* 
0 

f + lit 

s^ 
0 

dp d f, ,8Uj\ 

/ ^u^ duk \ dui 

* V 9^k dxi } dxk 

e /diii duk\ dui c^ 

k ^ \ dXk dxi J dXk ^ k 

and S,|> the source term of <I>. Table 1 gives the values of $ , F^ and 
5<p for all transport equations applied in the model. For simpUcity, 
all equations are given here in Cartesian coordinates, However, the 
computations were performed on curvilinear boundary-fitted grids. 
The corresponding conservation equations can be derived by a 
coordinate transformation. Equation (1) is applicable to both a 
stationary and a rotating frame of reference. The velocity vector in 
a stationary reference frame U and the velocity vector in a rotating 
reference frame u are related by 

resp. 

U = u + w X X 

Uj — Ui + BijkCOjXi, (2) 

where ta = (to,, 102, 0)3) represents the angular velocity vector and 
X = (xi, X2, X3) the position relative to the rotation axis. 8^ is 
equal unity if (ijk) is a cyclic permutation of (123), e,jt is equal 
minus unity if {ijk) is an anti-cyclic permutation of (123), and zero 
otherwise. 

2.2 Discretization, Boundary Conditions and Method of 
Solution. The numerical solution method is based on a fully 
conservative finite volume discretization on non-orthogonal 
boundary-fitted grids with a non-staggered arrangement of the 
variables. In order to ensure the correct coupling of pressure and 
velocity fields, the well known momentum interpolation technique 
of Rhie and Chow (1983) is applied. Second-order discretization is 
used for all terms (central differences, linear interpolation) to
gether with flux blending and a deferred correction approach for 
the convective fluxes. 

Based on the continuity equation, a pressure-correction equation 
is derived according to the SIMPLE algorithm of Patankar and 
Spalding (1972). The linearized equations for the velocity compo
nents, the pressure-correction and other scalar variables are assem
bled and solved sequentially, where the ILU approach of Stone 
(1968) is employed as a linear system solver. Outer iterations are 
performed to take into account the non-linearities, the coupling of 
the variables, and the effects of grid non-orthogonality, which are 
treated explicitly in all equations. In the case of unsteady compu
tations, the discretization of the time derivatives is done by a 
three-time-level, second-order fully implicit scheme reported by 
Arnal et al. (1992). 

Block-structured grids, where the blocks are globally unstruc
tured but the grids are locally structured, are used as they can be 
viewed as a compromise between the high geometric flexibility of 
fully unstructured grids and the high numerical efficiency achieved 
on globally structured grids. The coupling of the blocks along the 
block interfaces, i.e., the transfer of information among neighbor
ing blocks, is realized by adding auxiliary control volumes along 
the block interfaces containing the corresponding boundary values 
of the neighboring block. To ensure the coupling of the subdo-
mains, the boundary data in the auxiliary control volumes of 
neighboring blocks is updated after each inner iteration of the 
iterative linear system solver. 

Only solid walls, partially moving, deUmit the flow domain in 
the configuration under consideration. Thus, solid walls are mod
eled by wall functions according to Launder and Sharma (1974) 
for all quantities used within the standard k-e turbulence model. 

2.3 High-Performance Computing. For parallelization, a 
grid partitioning technique directly related to the block-structuring 
is employed. The principle idea is to transform the block-structure 
which results from the requirements to model the geometry (geo
metric block-structure) by some suitable mapping process to a new 
block-structure (parallel block-structure), and the resulting blocks 
are assigned to the available processors. The blocks of the parallel 
block-structure, in addition to the geometric ones, also have to 
meet the requirements for efficient implementation on a parallel 
computer. Although there are several requirements, the most im
portant one is to obtain similar numbers of control volumes per 
processor in order to ensure good load balancing on the parallel 
machine. A measure for this is the load balancing efficiency E'\ 
which is the ratio of the total number of control volumes to the 
number of processors times the largest number of control volumes 
of one processor. If the control volumes are equally distributed to 
the processors, the load balancing efficiency is 100%. Details of 
the parallelization technique were given by Durst et al. (1996) and 
Durst and Schafer (1996). The vectorized version of the applied 
linear system solver was presented by Leister and Peric (1993). 

3 Modeling Approaches for the Impeller Motion 
During operation, a baffled stirred tank reactor obviously 

changes its shape because of the relative motion of the impeller 
and baffles. This time-dependent solution domain inherently re
quires a fully time-dependent computation of the flow in the tank. 
However, starting from a fluid initially at rest, it is very time 
consuming to overcome the start-up flow patterns, because 10-30 
complete revolutions of the impeller have to be simulated. In the 
following two different modeling approaches for the impeller 
motion and their advantages and disadvantages will be addressed. 

3.1 Fully Time-Dependent Computations. The most real
istic approach is based on a fully time-dependent computation 
which was performed by the method of clicking grids in the 
present study. This approach takes the relative motion of the rotor 
(impeller) and the stator (baffle) into account, see Fig. 1(a). For 
that reason the computational domain is subdivided into two main 
regions (block R and block S). Based on the block-structured grid 
a cylindrical region is defined which contains the whole impeller 
and which is solved in a rotating reference frame. The rest of the 
tank, including the baffles, however, is solved in a fixed reference 
frame, see Fig. \{b). In order to handle the interface between 
rotating and stationary parts of the grid within the block-structured 
code, the update of the velocities in the auxiliary control volumes 
has to take into account the transformation into the other reference 
system (equation (2)). This issue is demonstrated in Fig. 1(b). An 
equidistant distribution of the grid points in circumferential direc
tion ensures that, at every discrete time level, the grid lines of the 
two regions of the grid are connected to each other, see Fig. 1(c). 
This makes additional interpolations at the interface unnecessary 
which is an advantage of the clicking grids method in comparison 
to the sliding mesh approach. However, the time step of the 
clicking grids method is directly coupled with the circumferential 
resolution at the interface. In the present computations the minimal 
time step at each grid level was chosen which corresponds to a 
clicking procedure with only one CV at each time step. In contrast 
to this basic idea of the clicking grids method, the rotating part of 
the grid stays internally at the same position within the current 
implementation, which is shown in Fig. 1(d). This has the advan
tage that no rotation of coordinates and velocities of the old time 
step solution has to be performed. However, during the iterations 
within each time step, a modification of the update of auxiliary 
control volumes is necessary which compensates for the rotation of 
the blocks attached to the rotor. Rotation of coordinates and 
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Fig. 1 Illustration of the method of clicking grids: Rotor-stator configuration (a), block-structure of rotating and stationary 
parts of the grid (b), basic Idea of the time-dependent topology (c), and current Implementation (d) 

velocities within the rotating blocks is only done for visualization 
purposes. 

In the present study, the unsteady computations were started 
with predictions of the steady-state modeling approach described 
in the next section because this technique already provides excel
lent initial values for the unsteady simulations. 

3.2 Steady-State Computations. The main drawback of the 
fully time-dependent computation is the CPU-time consumption. 
An alternative for the solution of the baffled tank problem is given 
by the steady-state modeling approach, which is also the subject of 
the present investigation. It is based on the assumption that the 
relative motion between the impeller and the baffles can be ne
glected. This reduces the inherently time-dependent geometry to a 
stationary configuration which consists of a single position of the 
impeller relative to the side baffles. 

Harvey et al. (1995) called this technique an approximate 
steady-state method and applied it for computing the laminar flow 
field in a baffled, pitched-blade impeller-stirred tank reactor. Ra-
nade and Dommeti (1996) called the method a computational 
snapshot approach in their work on turbulent operation of a stan

dard pitched-blade turbine. However, the way in which the flow is 
induced in the two studies differs. Whereas Ranade and Dommeti 
(1996) added source and sink terms at the blades and transformed 
the time derivatives in terms of spatial gradients, Harvey et al. 
(1995) solved the transport equations in a rotating frame of refer
ence in a region attached to the impeller. 

The present steady-state modeling approach is very similar to 
that proposed by Harvey et al. (1995). Like it is done for the 
clicking grids method, a cylindrical region is defined based on the 
block-structured grid which contains the whole impeller and which 
is solved in a rotating frame of reference (block R). The rest of the 
tank, including the baffles, however, is solved in a fixed reference 
frame (block S). Again, equation (2) is taken into account in order 
to handle the interface between blocks solved in the rotating 
reference frame and the stationary reference frame. 

In conclusion, the main difference between the two modeling 
approaches is the fact, that the topology of the neighboring CVs at 
the interface between the blocks R and S is fixed in the steady-state 
modeling approach, whereas in the unsteady computations the 
corresponding CVs for the data update at the interface are chang-
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Fig. 2 Stirred vessel configuration: cross-sectional view. Dotted lines 
indicate locations of radial profiles for comparison of experimental with 
computational large-scale flow field results. 

ing form time step to time step in order to take the relative motion 
of the impeller and the baffles into account. 

The objective of the present study is to investigate'the influence 
of the different approaches on the solution of the pitched-blade 
impeller flow. 

4 Computational Setup 
Computations were performed for the stirred vessel configura

tion experimentally investigated by Schafer et al. (1998) in order 
to allow accurate comparison of the results. The experiments were 
carried out in a cylindrical vessel of diameter 7 = 1 5 2 mm and the 
liquid height was H = T. Sketches of the vessel configuration are 
shown in Fig. 2 (cross-sectional view) and Fig. 3 (plane view). The 
tank angle 9 denotes the circumferential location for the visual
ization of the large-scale flow field, whereas the blade angle 4> 
defines the position of the plane relative to the leading blade used 
for visualization of the impeller flow field. Four equally spaced 
vertical baffles of width B = 7710 were fitted along the periphery 
of the vessel with a gap of 0.017 T between the vessel wall and the 
rear of each baffle. The top of the vessel was closed by a lid in 
order to prevent air bubbles from entraining into the liquid at the 
free surface. The impeller had four blades and a diameter D = 
0.329r with a blade height of 0.2D and a blade pitch of 45°. The 
clearance between the bottom of the mixing vessel and the middle 
of the impeller blades was C = T/3. The working fluid was silicon 
oil of density Q = 1039 kg/m' and dynamic viscosity fi = 0.0159 
Pa s. The impeller rotated at Â  = 44.56 rps, resulting in a 
Reynolds number of Re = QND^/IX = 7280 and a tip velocity 
U„p = TTND = 7 m/s. 

All dimensions reported above were used to set up the compu
tational grids. In contrast to the experiments, however, no finite 
thickness of the impeller blades and the baffles was considered. 
Furthermore, only one quarter of the solution domain was dis-
cretized because of the periodicity of both the impeller and the 
vessel geometry. This fourfold periodicity of the flow field was 
also assumed by Schafer et al. (1998) for the evaluation of the 
corresponding experiments. Of course, the reduction of the vessel 
geometry to one quarter significantly reduces the requirements on 
computational power and computer resources such as main mem
ory. 

Three grid levels were generated in order to permit investi

gations on the grid sensitivity of the predicted computational 
solution and will be referred to below as fine, medium and 
coarse grid. The medium grid is a subset of the fine grid which 
is generated by removing every second grid point in each 
direction, leading to a grid size of one eighth of the fine grid. 
The same procedure is applied to generate the coarse grid from 
the medium grid. The underlying geometry is described by eight 
blocks within the frame of block-structured grids described 
above. The part of the tank which is computed in a rotating 
frame of reference is of cylindrical shape; it is confined to a 
radial distance of r = 0.329r and is located between the axial 
positions z = Q.061T and 0.397. Although this region covers 
only 21% of the vessel volume, 51% of the grid points were 
located in this region in order to resolve the trailing vortices 
which emerge from the operation of the pitched-blade impeller. 
In the case of the fine grid, each surface of the blade is covered 
by 32 X 32 control volumes. One quarter is discretized by 80 
control volumes in the azimuthal direction, and the total number 
of control volumes for the fine grid is 1,003,520. Accordingly, 
the numbers for the medium and coarse grid are 125,440 and 
15,680, respectively. 

It is well known that the wall function formulation is valid only 
in the Hmited range of 30 < 2̂* < 300, where y2 is the 
dimensionless, sublayer-scaled wall distance of the first interior 
grid point. For y2 < 30, the surface shear stress predicted by the 
wall function becomes too high with a completely unsatisfactory 
situation for );2* < 11. Furthermore, the relations for k and e near 
solid boundaries are not valid if the wall distance of the first 
interior grid point is too small. This criterion was severely violated 
for the computation with Re = 7280 for the fine grid. Thus, the 
grid sensitivity studies, which compare the numerical results with 
experimental results, were performed at a higher Reynolds number 
of Re = 29,000 in order not to violate the range of validity of the 
wall functions at solid surfaces. It was demonstrated by Schafer et 
al. (1998) that the flow field already scales with (7,,̂  for Re > 
5500, which enables a comparison of experimental data at Re = 
7280 and numerical results at Re = 29,000, as long as the results 
are normalized with U,,,, in case of the velocity data and U^p for the 
turbulent kinetic energy. 

Fig. 3 Stirred vessel configuration: plan view. Dotted lines indicate 
locations of circumferential profiles for comparison of experimental with 
computational impeller flow field results. 0 indicates large-scale tangen
tial coordinate and î  describes blade angle for impeller flow field data. 
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Table 2 Computational performance In MFIops for different computers, 
different grid sizes Ncv and varying number of processors Np. Tlie 
numbers in parentlieses indicate load balancing efficiency E"' for parallel 
computations. 

Ncv Np= 

15,680 

125,440 

1,003,520 

Fujitsu VPP 700 

1 4 (89%) 8(90%) 

361 

530 

605 1,945 3,605 

Sun Ultra 1 

Np= 1 

28 

24 

5 Results and Discussion 

5,1 Computational Performance. All computations were 
carried out on a Fujitsu VPP 700 parallel vector processor system 
which is equipped with 2 GByte of main memory per node and 
which can theoretically operate on each node at a peak perfor-
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mance of 2.2 GFlops. The Fujitsu VPP 700 is a distributed mem
ory system, where a crossbar permits access to data which are 
located in the main memory of other processors. However, this 
peak performance usually cannot be reached by a complex appli
cation program of several thousands of lines because ideal condi
tions have to be present in order to run the computer code at peak 
performance of the vector processor. This includes extremely long 
vector lengths and a simultaneous use of the add and multiply units 
of the vector processor usually possible only for simple benchmark 
applications such as the vector triad. Table 2 gives the computa
tional performance in MFIops which was achieved with the present 
code FASTEST-3D for the various grids mentioned in the preced
ing section and various numbers of processors. The numbers in 
parentheses indicate the load balancing efficiency £"" for the 
parallel computations which describes the deviation from ideal 
speedup due to the idle time of the processors caused by uneven 
load, i.e. different number of CVs per processor. For complex 
applications such as the stirred vessel configuration, great efforts 
are required to achieve an appropriate load balancing. Therefore, 
the given values for E"' are usual for practically relevant flow 
simulations. The computational performance for a Sun Ultra 1 
workstation operating at 170 MHz was also added in order to give 
the possibility of comparing the applied computing power with 
that of common desktop workstations. Table 2 demonstrates that 
parallel vector computers afford more than 100 times the comput
ing power of common workstations even for a small number of 
processors and thus permit the three-dimensional computations of 
flow in stirred vessels. In order to get an impression of the 
computational resources necessary for such simulations it should 
be mentioned that the steady computation on the finest grid (about 
one million CVs) took about 2.5 hours on four processors of a VPP 
700 and requires a core memory of 828 MBytes. As will be shown 
below the unsteady simulations even demand CPU-time resources 
which are at least one order of magnitude larger. More details 
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about the performance of the code can be found in Durst and 
Schafer (1996) and Durst et al. (1996). 

5.2 Steady-State Versus Unsteady Computations. In or
der to compare the predictions of the applied steady-state modeling 
technique with fully time-dependent simulations, steady-state and 
unsteady computations of turbulent pitched-blade impeller flow 
were performed for the second grid level with 125,440 CVs at 
Re = 7280. The unsteady computation was not started from a fluid 
at rest but with initial values taken from the solution of the 
steady-state computation. This was done in order to overcome the 
start-up flow patterns which are computationally very expensive, 
as described earlier. A total of 2010 iterations was necessary to 
drop the sums of the absolute residual sources below 10"' for the 
steady-state computation. Starting from this steady-state solution, 
it took approximately another 15000 iterations to overcome two 
complete revolutions in a fully time-dependent computation. Fig
ure 4 compares radial profiles of normalized axial velocity com
ponent (a) and normalized turbulent kinetic energy (b) for different 
axial positions. Square symbols connected by solid lines give the 
results of the steady-state computation. Circles connected by 
dashed Unes indicate the solution of one revolution of the unsteady 
computation started from the steady-state solution. Triangles con
nected by dotted lines show the solution after two revolutions of 
unsteady computation which was also started from the steady-state 
solution. The agreement of the different solutions is excellent. 
Almost no visible difference is present for the normalized axial 
velocity. Small deviations can be seen for the normalized turbulent 
kinetic energy. However, the solutions of the two unsteady com
putations are again very close to each other, indicating that in the 
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Fig. 6 Radial profiles of normalized axial velocity UJUup In the mld-
baffie plane {6 = 45°) at four different axial positions (si<etched In Fig. 2): 
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unsteady computation the periodic motion is fully developed after 
just one additional revolution of the impeller. The results demon
strate that the applied steady-state approach is very well suited for 
saving excessive computational effort for fully time-dependent 
computations of turbulent pitched-blade impeller flow, at least in 
the present configuration. 

5.3 Large-Scale Flow Field. The secondary flow field in the 
6 = 45° plane (see Fig. 3) obtained by steady-state computation on 
the grid consisting of 125,440 CVs is shown in Fig. 5 for Re = 
7280. The discharge flow is nearly axial below the impeller, 
although evidence for the trailing vortices can already be seen 
from this large-scale velocity vector plot. Below the impeller, the 
discharge flow becomes more and more radial, reaches the bottom 
at around r/T = 0.25 and forms a main recirculation region which 
reaches up to about z/T = 0.65. In addition to this main recircu
lation vortex, a small vortex below the discharge flow which is 
rotating in the opposite direction with small velocities can be 
observed in Fig. 5. All the mentioned flow features are in encour
aging agreement with the experiments reported by Schafer et al. 
(1998). In order to evaluate the predictions in more detail, nor
malized mean flow velocity components and normalized turbulent 
kinetic energy were directly compared with the experimental data 
of Schafer et al. (1998) via radial profiles at different axial posi
tions in the mid-baffle plane (6 = 45°). The axial positions of the 
radial profiles are sketched in Fig. 2. The experimental results are 
plotted in combination with the results of the steady-state compu
tations on all grid levels, thus allowing grid sensitivity analysis of 
the predicted results. As already mentioned, the Reynolds number 
had to be increased in case of the computations in order to enable 
grid sensitivity studies. This difference and the discrepancy of the 
geometry (zero thickness of the blades in the computations) have 
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Fig. 8 Radial profiles of normalized tangential velocity UilUup in mid-
baffle plane {6 = 45°) at four different axial positions (sketched In Fig. 2): 
(a) 2/T = 0.67; {b) zIT = 0.46; (c) zIT = 0.33; (d) zIT = 0.145. Symbols and 
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to be kept in mind during the comparisons. Figures 6-9 show 
results for normalized axial, radial and tangential velocity compo
nents and normalized turbulent kinetic energy at four different 
axial positions and Re = 29,000, respectively. 

Figure 6(a) {z/T = 0.67) shows that the axial velocity is very 
low in the upper third of the tank, making accurate predictions very 
difficult. Only the fine grid solution (solid line) is close to the 
experimental results (symbols), but there are too high negative 
axial velocities for all grid levels in the inner part of the tank. The 
presence of the main recirculation vortex is obvious from Fig. 6(b). 
Figure 6(d) shows that the axial velocity of the discharge flow at 
z/T = 0.145 is overpredicted by the computations. To conclude, 
the magnitude of the negative axial velocity is overpredicted in the 
whole tank for r/T < 0.24, which indicates too high pumping 
activity of the impeller. Rutherford et al. (1996) showed that thin 
bladed Rushton turbines have a significant higher flow number 
than thick bladed turbines. The difference in the blade thickness 
between experiment and simulation can at least partially explain 
the differences in the normalized axial velocity component be
tween experiments and simulation in the present study. 

Similar quality and behavior of the computational results are 
evident for the normalized radial velocity in Fig. l(a-d). Very low 
radial velocities in the upper third of the tank again render accurate 
predictions difficult, but agreement between experiments and fine-
grid results is satisfactory. Similar agreement can be seen for 
z/T = 0.46, where the coarse grid solution is wrong, indicating 
insufficient grid resolution; the fine grid solution, however, is 
excellent compared with the experimental data. Agreement for 
z/T = 0.33 is good also for the normalized radial velocity. 
However, radial velocities for z/T = 0.145 again show some 
deviations from experiment, indicating a deficiency of the turbu
lence model in predicting correct values of the magnitude of the 

discharge flow velocity. Evidently, further refinement of the grid 
will not change the magnitude of the predicted radial velocity in 
this region. The values of U,/U,ip are in close agreement with the 
experiment within the whole tank, as can be seen from Fig. 8. 

Predictions of the turbulent kinetic energy are rarely reported in 
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the literature, perhaps mainly owing to the problems encountered 
with its prediction. The present study shows, however, that it is 
possible to obtain reasonable agreement even for the turbulent 
kinetic energy, which can be seen from Fig. 9(a-d). Predicted 
values of k/Ulp are encouraging for the upper part of the tank and 
the region next to the impeller. But, there is an underprediction of 
k/Uli, in Fig. 9(rf), and the grid sensitivity study shows that the 
predictions will not reach the experimental values even on finer 
grids. However, Fig. 9{d) shows the most severe underprediction 
of klUl, at z/T = 0.145 (6 = 45°). At other tank angles, the 
agreement with experimental values is much better, which can be 
seen from Fig. 10, showing k/Ulp at z/T = 0.145 and a tank angle 
of 0 = 5°. This figure also demonstrates clearly that the use of 
coarse grids can lead to severe underprediction of the turbulent 
kinetic energy overemphasizing the deficiency of the turbulence 
model. To conclude, although there is quantitative disagreement in 
some parts of the tank (see, for example. Fig. 9(d)), the prediction 
at the fine grid level shows encouraging results in the light of the 
problems reported in the literature in determining the correct 
turbulent kinetic energy level. 

5.4 Impeller Flow Field. Both the experimental data of 
Schafer et al. (1998) and the computational steady-state modeling 
results of the present study allow a detailed comparison of the 

impeller flow field agitated by the pitched-blade impeller. Figure 
11 shows the secondary flow field for the computation with the 
medium grid (125,440 CVs) for different blade angles cf). In this 
figure the blades have to be considered as moving into the page 
away from the reader. The predicted results were interpolated to a 
uniform grid (in cylindrical coordinates) of mesh size Az = 1 mm, 
Ar = 1 mm and A<̂  = 1°. The interpolation was performed in 
order to increase the quality of the visualization of the results 
because the original distribution of the grid points is non-uniform. 
In the (̂  = 1° plane (Fig. 11(a)), the flow around the blade under 
consideration is directed mainly outwards at the top (behind the 
blade), whereas that near the bottom (in front of the blade) is 
directed inwards, towards the axis, which is in good agreement 
with the experimental results. The trailing vortex is the circulation 
centered around r/T = 0.165 and z/T = 0.34. Whereas the axial 
position is the same as reported by experiments, the radial position 
of the predicted trailing vortex is about 0.0IT larger than in the 
experiment. A small circulating motion centred around r/T = 
0.17 and z/T = 0.24 indicates the presence of the trailing vortex 
from the preceding blade which is still evident 90° after that blade 
has crossed this plane. In the <̂  = 8° plane (Fig. 11 (/?)), the trailing 
vortex significantly moved downwards and is located at approxi
mately z/T = 0.325. Taking into account the vectors at 4> = 30° 
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and cj) = 60°, an incUnation of the vortex axis of 22° with respect 
to the horizontal can be extracted. Although this value is slightly 
higher than the experimental value of 20° reported by Schafer et al. 
(1998), the results of the prediction are very encouraging because 
all flow features reported by the experiments can mainly be repro
duced without modifications in the standard k-e turbulence model. 

Again, in order to validate the predictions in more detail, nor
malized mean flow velocity components and normalized turbulent 
kinetic energy were directly compared with the experimental data 
of Schafer et al. (1998). In the case of the impeller flow, circum
ferential profiles of three different radial positions (see Fig. 3) in 
the axial mid-impeller plane (z/T = 0.329) were chosen. The 

experimental results are plotted in combination with the results of 
the steady-state computations on all grid levels, thus allowing grid 
sensitivity analysis of the predicted results also for the impeller 
flow field. Figures 12-15 show results for normalized axial, radial 
and tangential velocity components and normalized turbulent ki
netic energy at three different radial positions. Circumferential 
profiles of the normalized axial velocity UJUu,, at three different 
radial positions are plotted in Fig. 12. Figure 12(a) shows good 
agreement of experimental results and fine grid predictions for (p 
> 20°, whereas the small difference in the peak near 4> - 10° is 
a result of the finite blade thickness (in contrast to computations 
with zero thickness of the blades). Outside the impeller swept 
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region (Fig. 12(i'-c)), some quantitative discrepancies can be 
detected. However, qualitative agreement can be achieved espe
cially for the fine grid solution. Similar conclusions can be drawn 
for the normalized radial velocity plotted in Fig. 13(a-c): very 
good results were obtained for r/T'= 0.118. At r / r = 0.171 (Fig. 
13(^)), the relative shape of the profiles is almost identical. Solu
tions of the medium and fine grids agree very well, suggesting 
satisfactory grid convergence. At rIT = 0.197, the normalized 
radial velocity is accurately predicted. Almost identical quality and 
behavior of the results can be reported for the normaUzed tangen
tial velocity in Fig. 14(a-c) and will not be discussed further. The 
circumferential profiles of the normalized turbulent kinetic energy 
in the impeller region are very interesting since this quantity has 
not been compared with comprehensive experimental data in pre
vious papers. Inside the impeller swept region (Fig. 15(a)), a high 
sensitivity of the kllJ\j, to the grid resolution can be observed. 
Unfortunately, the experimental values of klU\, fit best the coarse 
grid solution for this case. This illustrates the necessity to check 
the prediction of turbulence models by successive grid refinement 
studies, since looking only at one (coarse) grid solution could lead 
to wrong conclusions. Slightly outside the impeller swept region at 
rlT = 0.171 in Fig. 15(ii), the necessity to perform successive 
grid refinement is demonstrated again. While the coarse grid 
solution cannot predict the high turbulence level of the impeller 
discharge flow for ^ < 25°, the medium and fine grid solutions 
show the right trend. However, the maximum value on this profile 
of kll]\p ^ 0.7 is missed by a factor of almost two even for the 
fine grid solution. Unfortunately, at this point, it cannot be decided 
which maximum level of k/Ulp will be predicted by the model. At 
r/T = 0.197 (Fig. 15(c)), k/Ul^ is underpredicted, but the exper
imental results also show large scatter. 

6 Conclusion 

The 3-D turbulent flow field generated by a pitched-blade im
peller with four 45° inclined blades in a baffled stirred tank (Re = 
7280) was examined by means of computational fluid dynamics 
(CFD). Mean flow and turbulence characteristics were computed 
by solving the Reynolds averaged Navier-Stokes equations com
bined with the standard k-e turbulence model. High-performance 
parallel vector computers were applied to allow grid sensitivity 
studies in order to isolate errors resulting from deficiencies of the 
turbulence model and those resulting from insufficient grid reso
lution. The grid sensitivity studies were performed at a higher 
Reynolds number of Re = 29,000 in order not to violate the range 
of validity of the wall functions at solid surfaces on the fine grid. 
Two different modeling approaches were applied and evaluated for 
the simulations. First, computational results were obtained by a 
steady-state modeling approach of the impeller motion which is 
not dependent on the specification of experimentally determined 

boundary conditions. Nevertheless, the whole geometry of both the 
impeller and the vessel is considered, which permits detailed 
prediction of the flow field even inside the impeller swept region. 
The results of the predictions were compared with the most com
prehensive data set of the mean flow and turbulence field in a 
vessel stirred by an axial flow impeller available to date. It has 
been shown that grid sensitivity analysis of the computational 
results, which was done for the first time for an axial flow impeller 
in turbulent operation, is unconditionally necessary for a correct 
evaluation of turbulence models. Furthermore, the results of the 
steady-state modeling approach were tested against a second ap
proach based on fully time-dependent unsteady computations tak
ing the time-dependent change of the underlying solution domain 
by clicking grids into account. Encouraging agreement between 
steady-state and unsteady computations was found, and steady-
state computations require only a fraction of the time and expense 
for the stirred vessel configuration under consideration. Hence, 
steady-state modeling approaches such as that presented here 
promise to become very helpful CFD tools for mixing process 
design. 
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Predictable Model for 
Characteristics of One-
Dimensional Solid-Gas-Liquid 
Three-Phase Mixtures Flow 
Along a Vertical Pipeline With 
an Abrupt Enlargement in 
Diameter 
This paper treats the numerical analysis of the rising process of a solid-gas-liquid 
three-phase mixture along a vertical pipeline with an abrupt enlargement in diameter. The 
system of governing equations used is based upon the one-dimensional multifluid model 
and the transitions of gas flow pattern are taken into account in the system of governing 
equations. For the case of a sudden enlargement in diameter in a coaxial pipeline, the 
procedure of the numerical calculation to obtain the flow characteristics in the pipeline 
section after a sudden change in diameter has been established here. Furthermore, in 
order to confirm the validity of the present theoretical model by the comparison between 
the calculated and experimental values, the experiments have been made using four kinds 
of lifting pipes, including the straight one. Thereby, it has been found that the numerical 
model proposed here gives good fit to the prediction of the flow rates of lifted water and 
solid particles against that of air supplied for the case of a sudden change in diameter. 
In addition, the flowing process for each phase has been investigated from a photographic 
point of view. As a result, we found that the moving process of the solid particles depends 
strongly upon the volumetric flux of gas-phase as well as the submergence ratio. 

1 Introduction 

This paper is concerned with the theoretical analysis of the 
steady-state flow characteristics of multiphase mixtures flowing 
upward in a vertical pipeline with an abrupt enlargement in a 
cross-sectional area. In general, it is very difficult to exactly 
predict the flow characteristics of the case where two or three 
different phases, among solid-, gas- and liquid-phases, interact 
with each other and such two- or three-phase mixtures flow up
ward in a vertical pipe. The air-lift pump, which was originally 
imagined to be applicable only for a few simple uses like pumping 
water, has been utilized as a means of lifting explosive/poisonous 
liquid in chemical industries and conveying slurries in mining. 
More recently, it has been reported (Kamata and Ito, 1995) that in 
the steel-making process, although the principle of the gas-lift 
pump is currently applied to an RH degasser to circulate molten 
steel, the simplicity of the equipment can make it applicable to 
transport molten iron or steel between different refining processes. 
Their experimental study has been performed using Wood's metal 
instead of a molten steel to investigate the transportation charac
teristics of the pump. Also, it is well-known that there is a vast 
amount of marine mineral resources like manganese nodules at the 
deep-sea bed of 4000 m to 6000 m in depth of water. For lifting 
such mineral ores from the deep-sea bed to the sea surface, the 
utilization of the air-lift pump is anticipated and examined from a 
practical point of view. 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
February 9, 1998; revised manuscript received February 8, 1999. Associate 
Technical Editor: M. Sommerfeld. 

Experimental studies so far made in this area are those of 
Kawashima et al. (1975), Weber and Dedegil (1976), Usami et al. 
(1986), and Yoshinaga and Sato (1990, 1996). Kawashima et al. 
(1975) have investigated the relationship between the volumetric 
fluxes of air supplied and the solid particles discharged with 
changing the volumetric concentration of the particles. Weber and 
Dedegil (1976) have made an experimental study with a large and 
tall air-lift pump which transports gravel. Although their data are 
very valuable to be analyzed, the upriser length, suction height, 
volumetric concentration of the particles discharged, and the sub-
niergence ratio (the ratio of the distance between the water surface 
and the gas injector to that between the top end of pipe and the 
injector) were different from run to run. Usami et al. (1986) have 
made an experiment on the air-lift pump which conveys simulated 
manganese nodules. In their experiment, the submergence ratio 
was fixed at 0.82. Yoshinaga and Sato (1990, 1996) made an 
investigation with either uniform spherical particles or non
uniform spherical particles. In their experiment, the diameter of the 
upriser, the diameter of particles, and the submergence ratio were 
changed systematically. They proposed a model for predicting the 
steady-state operation performance by applying the momentum 
conservation law to a control volume bounded by the wall, the top 
and bottom cross sections of the lifting pipe. They compared the 
predicted results obtained by the model with the experimental data 
measured by other investigators and their own experimental data, 
and confirmed the validity. However, the external forces intro
duced to their model are only the friction force, the weight of the 
mixture, and the pressure force of the surrounding water acting on 
the bottom section of the lifting pipe. The interaction between 
different phases is neglected in their model. It is unbelievable that 
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their model is omnipotent due to the fact that the idea which 
underlies their model is too simple. In fact, they themselves (1990) 
recognized that for a gas-liquid two-phase flow, the volumetric 
flux of water against that of supplied air reduced to the atmo
spheric state which was predicted on the basis of their model are 
lower by 30% at maximum than the measured data. 

More recently, the present authors (1998) proposed a theoretical 
model to predict the steady-state flow characteristics of the air-lift 
pump for the case where a transition from the solid-liquid two-
phase flow to the solid-gas-liquid three-phase flow occurs by 
injecting gas-phase into a vertical pipe through a gas-injector. The 
system of governing equations is based upon the one-dimensional 
multifluid model on the premise that the solid particles are distrib
uted uniformly in a liquid-phase. The transitions of the gas flow 
pattern are taken into consideration in the system of equations 
governing the solid-gas-liquid three-phase flow in a vertical and 
straight pipe. Then, in order to confirm the validity of the system 
of governing equations accounting for the gas-phase transition, the 
results calculated on the basis of our theoretical model were 
compared to the experimental results measured by several other 
researchers (Kawashima et al., 1975, Weber and Dedegil 1976, 
Usami et al, 1986, Saito et al., 1986, Yoshinaga et al, 1990 and 
Yoshinaga and Sato, 1996). Fortunately, we found that our model 
gives best-fit to the prediction of the operation performance of an 
air-lift pump. 

In the present paper, the theoretical analysis of the steady-state 
flow characteristics of the solid-gas-liquid three-phase mixture 
flow will be examined for the case of a sudden enlargement in 
diameter along a vertical pipeline. The presence of the sudden 
expansion has an important aspect of the design of such devices. 
As the gas expands with the distance from the gas injection, the 
flow velocities increase, and so do the pressure drops owing to the 
friction force between the mixture and the inner wall of pipe. In 
this sense, it is significant to increase the pipe cross section in order 
to improve the pump efficiency, as the pipe length becomes large. 
So far as we know, we have seen almost no papers treating the flow 
characteristics of the solid-gas-liquid three-phase mixture moving 
upward in a vertical pipe with an abrupt change in diameter from 

an analytical point of view. In this case, it is very important how 
the calculation is performed to obtain the characteristics of the 
steady-state solid-gas-liquid three-phase mixture flow in a vertical 
pipe with an abrupt change in diameter. In particular, what is of 
most importance is to establish the numerical procedure to evalu
ate the flow characteristics in the pipeline section after a sudden 
change in cross-sectional area. Here, the numerical treatment is 
proposed to predict the flow characteristics of three-phase mixtures 
flowing upward along a vertical pipe with a sudden enlargement in 
diameter. The theoretical model used is based upon the one-
dimensional multifluid model and is almost the same as that 
proposed in our above-mentioned paper. Furthermore, we have 
performed experiments on the operation performance of gas-lift 
pump using vertical pipelines made from some combinations of 
pipe diameters. It has been found that the calculated results agree 
fairly well with the experimental data from a qualitative and 
quantitative point of view. 

Apart from the above-mentioned problems, the flowing process 
for each phase is discussed from a photographic point of view. 
Interesting photographs taken by a high speed video camera are 
demonstrated on various conditions. It has been found that the 
moving process of the solid particles depends strongly upon the 
volumetric flux of gas-phase as well as the submergence ratio. 

2 Governing Equations 

There is a velocity slip between the solid- and liquid-phases, 
because the velocity of the solid-phase is slower than that of the 
liquid-phase. In so doing, the solid particles may reach the gas/ 
liquid interface. Some cases are considered to occur where the 
solid particles are pulled upward due to the surface tension effect 
at the interface with the same velocity as that at the top of a gas 
slug or where the particles fall, ascend and stop in a gas slug 
through the interface. At any rate, such complicated phenomena 
must occur at the interface. However, the system of equations 
governing the solid-gas-liquid three-phase mixture flow is based 
upon the one-dimensional multifluid model on the premise that the 
solid particles are distributed uniformly in a liquid-phase. In our 

N o m e n c l a t u r e 
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eas = average void fraction in liquid slug 
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A = friction factor (—) 
/a = viscosity (Pa • s) 
V = kinematic viscosity (mVs) 
p = density (kg/m^) 

p,„ = superficial mixture density (kg/m') 
cr = surface tension (N/m) 

Subscripts 

a = top end of pipe 
G = gas-phase 
L = liquid-phase 
m = mixture 
S = soUd-phase 
0 = bottom end of pipe 
1 = just before gas-injector 
2 = just after gas-injector 
3 = just before abrupt enlargement in 

diameter 
4 = just after abrupt enlargement in 

diameter 
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Fig. 1 Coordinate system along a vertical pipe adopted 

previous work (1998), the case was treated where the multiphase 
mixture flows upward in a vertical pipe with a uniform cross-
sectional area. Here, the flow field of the three-phase mixture in a 
vertical pipe with a sudden enlargement in diameter is examined. 
However, the governing equations are basically the same as those 
proposed in the previous work. Therefore, the system of equations 
will be mentioned below as briefly as possible. 

First of all, let us define the coordinate system along a vertical 
lifting pipe. Figure 1 indicates the outline of the mixture flow 
system, x denotes the distance from the bottom end of the suction 
pipe (x = 0). The position of the top end of the upriser is denoted 
by X = L. The distance from the bottom end to the water surface 
level is denoted by x = L,(<L). The position of gas injection is 
set at j ; = L^. The pipe length from the gas injector to the position 
of a sudden enlargement from Z31 toDj (>Di) in pipe diameter is 
represented by L, and the length from this position (x = Lg + Li) 
to the top end of the upriser {x = L) is denoted by L2. 

The general conservation equations of mass and momentum 
which govern each phase in the solid-gas-liquid three-phase flow 
field are given by 

(1) 

d^pgegUa) 

at 

3(PG6G) 

dt 

3(Pz.O 
dt 

Sipses) 

dt 

dipgegul) 

+ 

+ 

+ 

dipaegUg) 

dx 

dipL^LUl) 

dx 

dx 

= 0 

= 0 

= 0 

dx 

FiG + F„o + FgG + F„, + e, 
dP 

dx 

(2) 

(3) 

(4) 

diPLeiUi) dipi^e^ul) 

dt dx 
FiL + F„i, + F„i, -H F „ i + 6 

dP 

dx 

(5) 

d{ps€sUs) d(psesul) 

dt dx 

dP 
Fis + F„s + Fgs + F,s + es ^ 

(6) 

in which t is the time, u, e, p and P denote the velocity, volumetric 
fraction, density and pressure, respectively. Also, the subscripts G, 
L, and S denote the gas-, liquid-, and solid-phases, respectively. 
F,t(k = G, L, S) appearing in the momentum conservation 
equations denotes the drag force transferred to phase k (per unit 
volume) due to the interaction between phases. F„t is the friction 
force transferred from pipe wall to phase k. F ĵ. is the gravity force 
exerted to phase k and F„t is the virtual mass force acting to phase 
k in accelerating multiphase flow. 

And the following relations. 

P = PaRT 

+ e, + e, = 1 

(7) 

(8) 

must be satisfied. Here, R is the gas constant and T is the absolute 
temperature of gas-phase. T is regarded as constant, because the 
mixture flow field is assumed to be in a thermal equilibrium 
between phases and the temperature gradient is neglected along the 
lifting pipe. Since the volumetric fraction of solid-phase is very 
small compared with that of gas-phase, the interaction will be 
neglected between solid- and gas-phases. 

Also, in order to practically evaluate the flow characteristics of 
the mixture flow, it is needed to formulate the external forces 
acting to phase k (Fa, F^t, F^^ and F„t) appearing in Eqs. (4) to 
(6). Furthermore, the key issue in the accurate modelling of mul
tiphase flow is to specify the constitutive terms, which include the 
phase interaction terms. The closure relationship used in the 
present theoretical model will be described in the next section. 

3 Formulation of External Forces and Interactive 
Effects 

3.1 Drag Force. First, the drag force F,G transferred from 
liquid-phase to gas-phase is commonly defined by 

Fig = ^PLaigCoglUg - M J ( M G (9) 

where aig and COG denote the interfacial area concentration and 
drag coefficient, respectively. It is generally accepted that these 
depend strongly upon the flow pattern of gas-phase. Since the 
interfacial area concentration is a parameter which characterizes 
the flow structure, its mechanistic modelling is based upon the 
geometrical factors, gas volumetric fraction and flow pattern. The 
interfacial area per unit volume, which is proposed by Ishii et al. 
(1982), is given in a form of 

fliG ~ ^iOb ~ 

6eg 

in the bubble flow regime and 

4 . 5 6G 

«/G = OiG, D \ - e, 

€g, 6eGs 1 -eg 

^sm ^ 

(10) 

(11) 

in the slug flow regime. The interfacial area concentration a,G, in 
the churn-turbulent flow regime is also evaluated by Eq. (11) in the 
calculation to be mentioned later. Here, D is the pipe diameter, Cg, 
and rfs„ denote the average gas volumetric fraction in the liquid 
slug and the sauter mean diameter of the small bubbles in the 
liquid slug, respectively. Again, the following expression for eg, 
proposed by Kurul and Podowski (1991), 
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( 0 < e G < 0 . 2 5 ) 

0.5714eG (0.25 < EG < 0.6) (12) 

( 0 . 6 < e G < l ) 

is introduced to the later calculation. According to this, the inter
facial area concentration calculated by Eq. (11) agrees with the 
expression of Eq. (10) in the region of 0 < Cc < 0.25 and it is 
suggested that the flow pattern corresponds to the bubble flow 
regime. 

Furthermore, the following expression, 

1.061 ^ 3 
eo(l - e„)D-

j{-dP/dx) 
(13) 

is given by Kocamustafaogullari et al. (1994). Here, a is the 
surface tension and j is the superficial velocity which is repre
sented by the sum of the respective volumetric fluxes of solid-, 
gas- and liquid-phases ( ; = ja + JL + js)-

Denoting the gas volumetric fraction by e, when the transition 
from the bubble to slug flows begins to occur and by 62 when the 
transition to the slug flow reaches completion, we assume that 

6, = 0 . 2 5 - 0 . 0 5 

e, = 0.25 + 0.05 

(14) 

(15) 

Also, indicating the volumetric fraction by e, when the slug-
churn transition begins to occur and by 62 when the transition to 
the chum flow just ends, it is assumed that 

e, = 0 .7415 - 0 . 0 5 

6, = 0 .7415 + 0.05 

(16) 

(17) 

The above value, 0.7415, is determined by setting the drag 
coefficient of the slug flow to be equal to that of the churn flow, 
since the drag coefficient is given as a function of the gas volu
metric fraction in the two regimes. In the transitional regions from 
the bubble to slug flows and the slug to chum flows, the following 
weight factor 

1 + sin 
77" / 2 6 G - 6, - e. 

(18) 

is introduced to the interpolation of the interfacial area concentra
tion. For the transition ranges from the bubble to slug flows as well 
as from the slug to churn flows, the following relations. 

a ,G= (1 - r)aiGi,+ rata, 

aia= (1 - r)a^Gs + '*«,G. 
(19) 

are introduced. So that, the transition of the gas flow pattern does 
not discontinuously occur, but it continuously occurs. 

Next, the interfacial drag coefficient of gas-phase differs de
pending upon the gas flow pattern. The drag coefficient, Cpah, for 
a swarm of bubbles. 

^nnh ~ 

Cn max min 
24 
^( l+0 .15 /?e r ' ) , 

72 (20) 

8 E, 

3£„ + 4, 

is used to the calculation to be mentioned later (Tomiyama et al., 
1995a, b). Here, Rcc and £0 denote the bubble Reynolds number 
and the Eotvos number, respectively, and are defined by 

Rer. 
dG\ua - UL\PI 

giPi - Pa)dl 
(21) 

in which dc, is assumed to be rf„„ (see Eq. (13)). Also, Eq. (20) is 
applicable on conditions that 10^ ' < Rea < 10 ' , 10"^ < £0 < 
10 ' and 10" '" < M < \Q\ where M is the Morton number 
defined by 

M : 
Si^liPL - Pa) 

PW 
(22) 

in which g is the acceleration due to the gravity and (u-i, is the 
liquid-phase viscosity. 

Furthermore, the interfacial drag coefficient of the slug flow 
CoGs and that of the churn flow CQGC are given by Ishii et al. (1982) 
as follows; 

CDG., = 9.8(1 

CflGc ~ 3 ( 1 "~ 
-12 

respectively, in which 

1 -er. 

(23) 

(24) 

In the present theoretical model, for the transition ranges from 
the bubble to slug flows as well as from the slug to chum flows, the 
following relations. 

CDG ~ (1 nCoQb + rCjjQs 

CDG ~ (1 ~ nC[)Os + ''CjjGc 
(25) 

are introduced, where the weight factor r is the same as that 
defined in Eq. (18). 

Next, since the solid particles to be lifted in the experiment to be 
mentioned later are incompressible and spherical in shape, the 
interfacial area concentration a,, is given by 

6 € , 
«is = (26) 

in which ds is the diameter of solid spherical particles. Therefore, 
the interfacial drag force per unit volume exerted to the solid 
particles by the liquid-phase is given by 

_ 3es 
UiJiUs - Mi) (27) 

Also, the drag coefficient of solid particles is evaluated as a 
function of the particle Reynolds number Re shy 

f 

Cns — 

(28) 

The interfacial drags F,G and F^s exerted to the gas- and solid-
phases, respectively are based upon the interaction with the liquid-
phase. Accordingly, the following relation 

F,G + F>L + F,s = 0 (29) 

holds between different phases. 

3.2 Friction Force Between Mixture and Pipe Wall. The 
pressure drop occurs owing to interfacial friction between the 
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mixture and the pipe wall. Here, only the liquid-pipe wall inter
action is taken into consideration, neglecting the gas-pipe wall and 
the solid particles-pipe wall friction. Therefore, the friction forces 
F„t{k = G, L, S) appearing in Eqs. (4) to (6) are evaluated by 

_dPf_l ^ 1 

F„., = 0 

(30) 

in which Pf is the pressure loss. p„, is the mixture density given by 

Pm = ^LPL + esps 
Pm = 6GPG + f-lPl + ^SPS 

(31) 

in the two-phase and three-phase mixture flow regions, respec
tively, and u„ denotes the superficial mixture velocity given by 

are introduced in the later calculations. Here, k^c and kys denote 
the virtual mass coefficient for gas- and solid-phases, respectively, 
and are given by Ransam (1981) as follows; 

1 - er. 

\_ 1 + 2 e ^ 
2" 
1 

2 

( 0 < e o < 0 . 5 ) 

' ' - ^ ( 0 . 5 . . . < 1 ) 

and 

k„ = 0.5 

(38) 

(39) 

Again, since the virtual mass forces F„o and F^s exerted to the 
gas- and solid-phases, respectively, are based upon the interaction 
with the liquid-phase, the following balance law. 

u,„ = eiML + €sUs 
u,„ = eoUo + SLUL + egUs 

(32) F„n + F„, + F„, 0 (40) 

in the two-phase and three-phase mixture flow regions, respec
tively. The friction factor A needed in estimating the friction force 
is expressed by the Blasius-type equation based upon the superfi
cial mixture velocity M„ and the liquid kinematic viscosity Vi in 
the following form of 

A = C (33) 

in which C and n are taken to be as 0.45 and 0.18 ~ 0.22, 
respectively, in the calculation to be compared with experimental 
data, as will be mentioned later. 

3.3 Body Force. The body force terms Fgt{k = G, L, S) 
appearing in Eqs. (4) to (6) are given simply by 

FsG = eoPag ] 
F,L=^LPig (34) 

Fgs = esPsg J 

where g denotes the gravitational acceleration. 

3.4 Virtual Mass Force. When one phase is accelerating 
relative to the other, the virtual mass force comes in play. The most 
general form of the one-dimensional and steady-state virtual mass 
acceleration is given by 

d[uc - MJ 
dx 

-f (MG - «i) (A, - 2) 
duc 

dx 

dui 
+ ( 1 - A „ ) ^ (35) 

for the gas-phase in two-phase flow (Drew et al., 1979). Here, A„ 
is the arbitrary parameter to be determined experimentally. Lahey 
et al. (1980) confirmed from the results of numerical nozzle/ 
diffuser experiments for vertical co-current and counter-current 
flows that for the general a„„ case, with A„ = 1 and A„ = 2, very 
little difference in the calculated gas velocity MQ is evident, and 
that the answer is approximately unchanged, even when the virtual 
mass force is set to zero. From such a point of view, it is 
controversial whether or not the virtual mass force term need be 
introduced to the momentum conservation equations for each 
phase. Then, the following virtual mass terms for gas-phase and 
solid-phase, 

FvO ~ ^GPtkw 

Fys = esPikn 

dUg 

dx 

dus 
''~dx 

dUi 

dx 

dui 

''dx 

(36) 

(37) 

holds between different phases. 
By the way, we have examined the effect of the terms on the 

numerical results from various points of view. As a result, it has 
been confirmed that the results are almost unchanged in the cal
culations to be compared to the experimental data, as will be 
mentioned later, even though both f „G and F„s are set to be zero. 
However, one should bear in mind that Eqs. (36) and (37) are 
introduced in the calculations mentioned later. 

3.5 Pressure Loss at the Sudden Enlargement of Cross 
Section. The pressure loss due to a sudden enlargement in di
ameter along a vertical pipeline is taken into consideration. Gen
erally, the flow separates from the pipe wall, as it passes through 
the obstructing pipe fitting, resulting in the generation of eddies in 
the flow, with consequent pressure loss for the case of a sudden 
enlargement. In the calculation to be mentioned later, the pressure 
loss \P owing to a sudden expansion is given by 

AP = (^4 - P3) = p„,,ul 1 - (41) 

in which the subscripts 3 and 4 denote quantities just before and 
after a sudden enlargement in pipe diameter, respectively. Also, p„, 
and u,„ are defined by Eqs. (31) and (32), respectively. 

4 Procedure of Numerical Calculation 
The numerical calculation on the steady-state condition is based 

upon the numerical procedure mentioned in our previous works 
(Hatta et al, 1996; Fujimoto et al, 1997; and Hatta et al., 1998). 
In the present investigation, the case is treated where the solid-
gas-liquid three-phase mixture flows upward in a vertical pipeline 
with a sudden enlargement from Z), to Dj in diameter, while in the 
previous works, the mixture flow field in a vertical pipeline with a 
uniform cross sectional area was numerically analyzed. Therefore, 
the present calculations of flow characteristics are performed by 
dividing an entire pipeline into the two parts. The flow character
istics of the mixture are calculated in the pipeline section of O, in 
diameter and then in the section after a sudden enlargement of D2 
in diameter. Figure 2 indicates a flow chart to obtain the numerical 
flow characteristics. 

First, for a given gas volumetric fluxyaa ( = eG2«G2), the gas and 
solid volumetric fractions €02, £52 just after a gas-injector and the 
liquid and solid volumetric fluxes ji and js are given tentatively 
and appropriately, where the subscripts 1 and 2 denote the state/ 
condition just before and after the gas-injector, respectively. As a 
result, all the flow characteristics in the solid-liquid two-phase 
mixture flow region can be determined, even though these numer
ical results are tentative, as follows: 
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Pcternimejcnofsuppiiedair 

Give E G2, t SI. jL and is teiHativcIy and appropriateh' 

T DcEerminc the flow characterislcs in the two-phase region(Q^ xlS Lg) by Eqs,(42) W— 

I Determine Pz, p ai, <asi, ui-2 and uca by Eqs.(43) and (44) | 

Compute the flow characicristics along a pipeline section 
with a smaller diameter D i ( U ^ x S Lg+Li) by Eqs.(45),(46),(47) and(49) 

I 
Find the nearest position from the gas-injector 

where UG>uL>usand diik/dx>0 (k=i.„sa) 

Adjust ji. 

Repeal the calculation of the flow characteristics 
nthc two-phase region(0^x<L8)and the ihree-phase reg ion(L,£x<U+Li) 

Compute the flow characicristics along a pipeline section 
with a larger diameter D2(Lg+Li ^ x S L) 

with numerical values given in Eq.(50) as the boundary condition at x=Ls+Li 

Fig. 2 A flow chart of iteration process 

= 1 

1 -
1 -
JL 

^G2 

eu 

Js 

At this stage, all the flow characteristics in the solid-liquid 
two-phase mixture flow region have been obtained and therefore 
the static pressure and the gas density at the gas injector can be 
determined by 

P2 = Po-

P-, 

PmlgLg 2^Pml(jL+js)^-^ 

Poi = RT 

(43) 

where PQ is the static pressure at the bottom end of the suction pipe 
at X = 0. And the rising velocity for each phase just after the 
gas-injector is given by 

" S 2 = 
"Sl 

1 - ec2 

1 - eG2 

J 02 

^02 

(44) 

At any rate, the eight flow characteristics (602, ei2> ^si), ("02. 
ML2. "52). Pi and PG2 have been determined at this stage. In this 
sense, it is obvious that the system of equations governing the 
solid-gas-liquid three-phase mixture flow field can be solved nu
merically with the above eight flow characteristics as the boundary 
condition at x = Lj. As mentioned already, emphasis is placed 
upon obtaining the steady-state flow characteristics of the solid-
gas-liquid three-phase mixture as a function of x only, along a 
vertical pipe. Therefore, Eqs. (1) to (6) are independent of the time 

t. Also, since the virtual mass force terms are described in a form 
of differential equation, as shown in Eqs. (36) and (37), these 
equations need be incorporated into the momentum equations. 
Accordingly, Eqs. (4) to (6) can be rewritten into the following 
form of 

dP 

dx 
duo 
dx 

dUL , dUn 
^ = (A, + A3C,) + (A2 + A,C,) - ^ 

(45) 

(46) 

dus 
dx 

= {B,-f-BjA, + (B3 + B2A3)C,} 

dUn 
+ {B^A^ + (B3 + B2A3)C2} -j^ (47) 

in which 

82-

By-

kvaPL"a 

kvGpLUa 

F^s + F,s 

^sUsik„sPL + Ps) 

Usik^PL + Ps) 
1 

Us(kvsPL + Ps) 

F,a-
(42) C, = -

M^ Ms , 

Mr Ms 
~ A, +-^ {B, + B^A,) 

(48) 

Mc Ml, Ms 
--r +-T ^2 +--^ B2A2 
A A A 
Wi, Wo 

l+-^A, + -j-{B, + B2A,) 

where M* (k = G, L, S) is the mass flow rate and A is the cross 
sectional area of pipe. 

In order to compute the flow characteristics along a pipeline 
with a smaller diameter D,, the computational region from x = Lg 
tax - Lg + Li (substantially to x = L) is divided into numerous 
small parts and the above momentum equations are solved in the 
order of Eqs. (45), (46), and (47) by utilizing one of some numer
ical solution techniques for the initial value problem of ordinary 
differential equations. In the calculations to be mentioned later, the 
explicit Euler scheme is adopted. As a result of these numerical 
solutions, we have the numerical values for P, pc, (-PIRT), Ui 
and Ms at every nodal point. The distance between two neighbour
ing nodal points is taken to be 10"* m throughout the entire pipe 
length. Thus, we have automatically the following values. 

ii 
Us 

Pea/02 

eapG 

(49) 

By the way, these numerical results must be unreasonable rather 
than reasonable, because the numerical calculation is performed 
with the tentative flow characteristics as the boundary condition at 
the gas-injector. Concretely speaking, the physically justifiable 
conditions that the velocity of the individual phase is in the order 
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of «G > «t > Us, and that the axial velocity gradient for each 
phase is positive {dujdx > 0, k = G, L, S) are not always 
satisfied in the entire range from x = L^ to x = Lg + L, 
(substantially to A: = L). 

Then, one must specify the nearest position from the gas-
injector where the axial velocities for each phase are arranged in 
the order of Uc> Ui> Us and the velocity gradient is positive for 
each phase. By so doing, the recalculation can be performed by 
using EG and eg at this point instead of the previous ones. This 
operation must be repeated until 602 and e ĵ reach a constant value. 

Secondly, the calculation must be continued along a pipeline 
section after a sudden enlargement in diameter. However, the 
creation of the boundary condition at the position of a sudden 
change in diameter (at x = Lg + Li) is a little tedious at the start 
of the numerical calculation. The calculated flow characteristics 
just before the sudden change need be connected to the determi
nation of the boundary condition in an appropriate form. Then, as 
a first step, the following flow characteristics, 

N 

« i 3 

2 dujdx > 0 (k = G, 
3 P = P„ atx = L 

L, S) 

Un 

UQ4 

Usu 

^LA 

£.54 

£ 0 4 

= 

^̂  

= 
= 
= 

U2 

ID: 
U2. 
eu 
6S3 

1 -

PA- Pi + Pm3«m3 TT U2 
PG4 = RT 

(50) 

are given tentatively and imposed on the boundary condition at the 
position of the sudden change. Here, the subscripts 3 and 4 denote 
the state/condition just before and after the abrupt change in 
diameter. Thus, we can numerically solve the system of governing 
equations and obtain all of the flow characteristics P, po, Uu Us, 
ft (=JJ"L)< ^S {-js/us), CG and Uo at every nodal point in the 
entire range from the position of a sudden change (x = Lg + L,) 
to the outlet of the upriser (x = L). However, the numerical flow 
characteristics except P^ and PG4 can be also unreasonable rather 
than reasonable, since the numerical solutions are obtained with 
the tentative flow characteristics as the boundary condition at x = 
Lg + L|. That is to say, the axial velocity gradient for each phase 
is not always guaranteed to be positive in entire range from x = Lg 
+ Li to .x = L. Then, we specify the nearest position from the 
cross section of the abrupt enlargement where the axial velocity 
gradient is positive for each phase and using the volumetric frac
tions for each phase at this position, the following values 

_ JL_ 

^Z.4 

_ h^ 
^S4 "" ^ 

6S4 

_ Pa'iiaiDi 

PG4 = 04i^2 J 

(51) 

can be obtained. So, the recalculation is performable. The above 
numerical process is repeated for the establishment of the bound
ary condition at x = Lg + L,. 

Next, attention must be paid to whether the pressure at the outlet 
section of the upriser reaches the atmospheric pressure (P = Pa at 
X = L), where the subscript a denotes the atmospheric state, If P 
is different from P^ atx = L, the recalculation must be performed 
from the start by adjusting the volumetric flux _/t of liquid-phase. 
At any rate, the three conditions that 

1 Ua > U, > Us 

must be satisfied. The above-mentioned numerical procedure is 
repeated in such a way as to obtain the numerical flow character
istics satisfying these conditions. 

5 Experiments 
In order to confirm the applicability of the above-mentioned 

system of governing equations to the prediction of the character
istics of the solid-gas-liquid three-phase mixture flow as well as 
the validity of the above procedure of the numerical calculation, it 
is indispensable to compare the flow characteristics calculated on 
the basis of the present model with experimental data. Then, the 
experiments have been performed using glass spheres as the solid 
particles, and air and water as the working fluids. In these exper
iments, the ratio of the small pipe diameter D, to the large pipe 
diameter D 2, the ratio of the pipe length L1 of D, in diameter to the 
one L2 of D2 in diameter and the submergence ratio have been 
changed systematically. 

Figure 3(a) indicates the schematic view of our experimental 
apparatus. The body of the air-lift pump consists of two parts. One 
of which is a suction pipe of Lg in length. The other is an upriser 
of (L| + L2) in length and the diameter of the upriser is abruptly 
changed from Di to D2 (>£>i) at x = Lg + L,. Also, the 
experiments have been performed using a vertical and straight pipe 
with a uniform cross-sectional area (D, = D2) to be compared 
with the case of D, < D^. A suction box, where the bottom end 
of the suction pipe is gas-tightly inserted, is connected to a water 
reservoir through a sufficiently large pipe of 146 mm in diameter. 
The water surface level in the reservoir can be adjusted by dis
charging water from a pipe jointed to the hole of the side wall of 
the reservoir, where several holes are bored at appropriate levels to 
examine the effect of the submergence ratio 7 defined by 

L , - L „ 
y • (52) 

on the operation performance of air-lift pump. A pumping action 
is caused by injecting air into the bottom of the upriser through an 
air-injector. 

Also, the solid particles, which fall down through the pipe by 
gravity from the piston-type particle feeder to the semicircular 
trough attached to the bottom end of suction pipe in the suction 
box, are sucked into the lifting pipe along with the water. The 
trough diameter is taken to be equal to that of the suction pipe. A 
lot of holes smaller than the particle size are drilled on the trough 
side. The water flows into the trough through both ends of it and 
these small holes. Therefore, the solid particles are designed to be 
sucked automatically into the suction pipe owing to the stream of 
water. 

The air-lift pump is confirmed to be steadily operated by sup
plying air and solid particles at a fixed flow rate and keeping the 
water level in the water reservoir constant. The air-injector consists 
of two circular nozzles of 5.0 mm in inner diameter and they are 
fixed opposite to each other, as shown in Fig. 3{b). The injected air 
is merged into the solid-water two-phase mixture lifting in the 
suction pipe through the air-injector. The solid-gas-liquid three-
phase mixture flows upward through first the smaller diameter part 
and then the larger diameter part of the upriser and is discharged 
into an air separator. The air is released into the atmosphere and 
the solid-water mixture is transported to a particle-water separator. 

In order to measure the respective flow rates of the water and the 
particles, the water is led to a sampling tank and the particles are 
led to a scale. Also, the air flow rate is measured by the flow meter 
and the pressure gauge. 

The same experiments have been repeated ten times or more and 
the respective flow rates of water and particles have been measured 
each time to determine the average rate for every run. The scatter 
bands of the measured values of solid particles and the water 

336 / Vol, 121, JUNE 1999 Transactions of ttie ASIUIE 

Downloaded 03 Jun 2010 to 171.66.16.147. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Motor Solid I'lirtide Feeder 

Water o | | | 

Table 1 List of the common numerical values introduced into the 
caicuiation 

Compressor 

(a) 

(b) 

Fig. 3 Schematic view of experimental apparatus (a) and arrangement 
of gas Injector attached to a vertical pipe (b) 

discharged from the top of the upriser have been within ±5% and 
±3%, respectively. The error for the flow rate of supplied air has 
been confirmed to be in the range within ±2%. 

6 Results and Discussion 
In order to examine the applicability of the present theoretical 

model built up based upon the multifluid model to the case where 
the solid-gas-liquid three-phase mixture flows upward in a vertical 
pipe with a sudden change in diameter, the calculated results 
obtained by this model have been compared with the data mea
sured using the above-mentioned experimental apparatus. Here, 
the correspondence of the predicted values to the measured ones 
will be discussed from a qualitative and quantitative point of view. 

ds 

PS 
L 

Pa 
T 
R 

PL 
VL 

9 
a 

— 
-

= 

= 

= 

= 
= 
= 
= 

= 

0.0052 

2500 

3.0 

1.0 X 10^ 

293 

287 

1000 

1.0 X 10-^ 

9.8 

7.2 X 10-2 

(m) 
(kg/m3) 

(m) 

(Pa) 
(K) 

(m2/(s2-K)) 

(kg/m^) 

(mVs) 
(m/s^) 

(N/m) 

Table 1 indicates the common numerical values introduced into 
the calculation. It is added to note that P(, = P„ + PLgL,. 

Table 2 shows the dimensions of four kinds of lifting pipes 
utilized in the present experiments and the experimental condi
tions. The total length L {=Lg + L, + L2) is fixed at 3000 mm 
and the length Lg of the suction pipe is 170 mm long for every 
lifting pipe. Also, in order to see the effect of the submergence 
ratio y on the operation performance of air-lift pump, three kinds 
of ratios have been taken at 7 = 0.537, 0.650, 0.795. 

Figures 4(a) to (c) demonstrate the comparisons of the numer
ical results calculated on the basis of the present theoretical model 
with the experimental results obtained using the No. 1 pipe whose 
diameter is kept constant in the entire range of the lifting pipe. 
Figures (a), (b), and (c) correspond to the cases where 7 = 0.537, 
0.650 and 0.795, respectively. These figures indicate the variation 
of volumetric fluxj,, of liquid-phase against the volumetric flux jo,, 
of supplied air reduced to the atmospheric state with the volumet
ric flux js of solid-phase as a parameter. The calculated values 
shown by solid line can be seen to give qualitatively and quanti
tatively good fit to the experimental results shown by solid and 
empty circle. The solid circles indicate the case of js = 0. Also, 
the increase in the submergence ratio 7 shows a tendency to raise 
ji and 7,5. But when 7 is kept too small, it seems to be difficult to 
convey the solid particles upward owing to decreasing the bottom 
pressure PQ. In addition, these figures show that &sjo„ is increased, 
ji, first increases in a fairly sharp state, reaches a maximum and 
then decreases graduaUy. This is considered to be basis of the fact 
that the increase in supplied air makes the flow velocities for each 
phase high and so do the pressure drops more remarkably due to 
the friction between the mixture and the inner wall of pipe. 

Figures 5(a) to (c) exhibit the comparison between the calcu
lated and experimental results. This is the case of a sudden en
largement from D, = 18 mm to D2 = 22 mm in diameter at x = 

Table 2 List of dimensions of lifting pipes used and experimental 
conditions 

Number 
of pipe 

1 

2 

3 

4 

Diameter (mm) 
Di 

18 

18 

18 

20 

D, 

18 

22 

22 

28 

Length of pipe (mm) 
L, 

170 

170 

170 

170 

LI 

2830 

1830 

830 

830 

L I 

1000 

2000 

2000 

Submergence 
ratio 7 

0.537 
0,650 
0.793 

0.537 
0.650 
0.795 

0.537 
0.650 
0.795 

0.537 
0.650 
0.795 

Solid volumetric 
flux ,is(m/s) 

0 
0 ^ 
0 

0 
0 
0 

0 
0 
0 

0 
0 
0 

0.009 
0.009 
0.010 

0.008 
0.008 
0.008 

0.017 
0.027 

0.009 
0.015 
0.017 

0016 
0.019 
0.019 

0.015 
0.015 
0.015 
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(a) D, = D, = 18 ram, L = 3000 ram 

y =0.537 

1.5 

^ 1 

1.5 

1 1 
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r-
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( b ) D| = Di = 18mm, L=3000n 

T = 0.650 

Experimental 
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( c ) D, = D,= 18 mm, L= 3000 mm 
y =0.795 

SLUG 
CHURN 

(J ^ 
JGa(m/.s) 

Calculated 

—t 

Fig. 4 Comparison between numerical and experimentai results for Di 
= D2 = 18 mm, Li = 2830 mm (Lt = 0 mm), L = 3000 mm, y = 0.537 (a), 
0.650 (b) and 0.795 (c) 

( a ) D, = 18mm, Dj = 22 
I. = 3000mm, La = 2000 mm 
7 =0.537 

jGa(m/s) 

( b ) D| = 18mm, D2 = 22ram 
L = 3000mm, Lj = 2000 mm 
y = 0.650 

J0a(m/s) 

1.5, 

^ 1 

0.5 

( c ) D, = 18mm, D2 = 22mm 
L = 3000mm, Lj = 2000 mm 
y =0.795 

Experimental 
• js = 0 m/s 
• js = 0.009 
. js = 0.019 

SLUG 

— Calculated with Virtual mass force icrm 
• - - Calculated without Virtual mass force tenn 

- — 1 — • — i — • — 5 — • — X — -
J G a ( m / s ) 

Fig. 6 Comparison between numerical and experimentai results for D^ 
= 18 mm, 0 : = 22 mm, Li = 830 mm, L = 3000 mm, y = 0.537 (a), 0.650 
(b) and 0.795 (c) 

(a) D, = 18 mm, Da = 22 mm 
L = 3000 mm, Lj = 1000 mm 
y =0.537 

7 F 
SLUG CHURN 

5 -
JGa(m/s) 

( b ) D| = 18mm, D2 = 22mm 
L = 3000 mm, LI = 1000 mm 
y = 0.650 

JGa(m/s) 

1.5 
(C) D[ = 18mm, D2 = 22mm 

L = 3000 mm, Lj = 1000 mm 
y =0,795 

± 
SLUG 

Experimental 

' js = 0 m/s 

• Js = 0.009 

Experimental 
. js = 0 m/s 

Js = 0.015 

jGa(m/s) 

Fig. 5 Comparison between numerical and experimentai results for D, 
= 18 mm, D2 = 22 mm, Li = 1830 mm, L = 3000 mm, y = 0.537 (a), 0.650 
(b) and 0.795 (c) 

2000 mm. joa, JL andy'j are represented by the values of the large 
diameter part of the upriser, although the respective volumetric 
fluxes have the difference between the smaller and larger diameter 
parts of the upriser. The results calculated on the basis of the 
present theoretical model are seen to give sufficiently good fit to 
the experimental ones for every submergence ratio. 

Figures 6(a) to (c) give the relation between the experimental 
data and the calculated value for y = 0.537, 0.650 and 0.795, 
respectively. The experiments have been made using the lifting 
pipe of No. 3 shown in Table 2. Although each diameter of the 
smaller and larger pipes is the same as the case of the No. 2 lifting 
pipe, the length of the larger pipe is different from that of the No. 
2. The numerical results calculated on the basis of the present 
theoretical model can be regarded to agree with the experimental 
data from a qualitative and quantitative point of view. By the way, 
the dotted lines indicate the numerical value calculated neglecting 
the virtual mass force terms for gas- and solid-phases. Although a 
little effect of these terms on the calculated values appears with the 
increase in /o,,, the difference between the two seems negligibly 
small. 

Figures 7(a) to (c) demonstrate the comparisons of the calcu
lated results with the experimental data for the lifting pipe of No. 
4 shown in Table 2. The respective diameters of the smaller and 
larger pipes are different from the previous experimental cases. It 
may be accepted from these figures that the numerical results 
obtained on the basis of the present numerical model give good 
agreement with the experimental data for y = 0.537, 0.650, and 
0.795, respectively. 

Here we wish to slightly discuss the efficiency of solid collec
tion using Figure 7(c). The dotted lines drawn in this figure 
indicate the predicted evolution of j ^ against ja„ with js as a 
parameter for y = 0.795. It can be understood that j ^ becomes 
lower at a certain JG„ with increasing j j . Also, this figure shows 
that no solution can exist under the chain line. The width where the 
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Fig. 7 Comparison between numerical and experimental results for D, 
= 20 mm, Dj = 28 mm, L, = 830 mm, L = 3000 mm, y = 0.537 (a), 0.650 
(b) and 0.795 (c) 

Figures 9(a) to (d) are a sequence of photographs showing the 
moving process of two solid particles in a gas slug forjco = 0.702 
m/s (6G = 0.570), JL = 0.307 m/s, and yj = 0.005 m/s. The 
submergence ratio is fixed at y = 0.537. Here, it should be noted 
that only eg is the calculated value at a corresponding position. 
These photographs are output by the video printer at regular time 
intervals of 5/120 s. The two solid particles observed in Figure 9(a) 
are confirmed to once rise, as shown in Fig. 9(b). But, they are 
observed to fall down along with some small liquid droplets after 
a while. Finally, they go out of view and another solid particle in 
the upper part comes into view, as shown in Fig. 9(d). 

Figures lO(fl) to (d) show the moving process of a solid particle 
near the top of a gas slug on condition that jo„ = 3.78 m/s (gg = 
0.853), i i = 0.365 m/s, js = 0.013 m/s and y = 0.537. These 
photographs are output at regular time intervals of 1/120 s. This 
time interval corresponds to one fifth of the previous case. This is 
because the particle is rapidly changeable in this experimental 
situation. It can be observed in every photograph that the solid 
particle rises along with many small and large droplets even in a 
gas slug. These droplets are considered to be produced when the 
solid particles pass through the gas/liquid interface. Also, it is 
characteristic that there are many small gas bubbles in a liquid 
film. At any rate, all of the particles have been observed to rise 
along a pipeline also in other consecutive photographs taken on 
this condition. The flow is, however, very chaotic, frothy and 
disordered. 

Figures 11 (d) to (d) are a consequence of photographs showing 
the moving process of some solid particles in a gas bubble on 
condition thatyc,, = 0.748 m/s (Cc = 0.451),;;, = 0.684 m/s, 
js = 0.013 m/s and y = 0.795. These photographs are output at 
regular time intervals of 1/120 s. All the particles appearing in 
these photographs are observed to rise along with some liquid 
droplets in the gas slug. Also, it is noticeable that there are small 

volumetric fluxjoo of supplied air can exist becomes smaller as^'j 
is increased. For example, 7c» is limited in the region from 1.36 
m/s to 3.60 m/s for/, = 0.08 m/s. Asy's is further increased, JG« 
approaches an unique value. When 7.5 reaches the maximum value 
y'i-.max! bothy't and jc,a take a unique value. In the present situation, 
the point shown by plus sign + on the chain line corresponds to 
7s,raaj = 0.098 m/s. In this case, the solution of;';. = 0.198 m/s and 
;G„ = 2.40 m/s is obtainable. 

Figures 8(a) to (c) demonstrate the numerical flow characteris
tics calculated on condition that 7 = 0.650, js = 0.008 m/s and 
jaa = 2.91 m/s. This corresponds to the experimental results 
obtained using the No. 4 pipe, shown in Table 2. This is the result 
of the case where the gas volumetric fraction CG is remarkably 
large. Since eo ~ 0.8, the gas flow pattern seems to belong to the 
churn flow. Also, the velocity for each phase jumps discontinu-
ously at the position of the sudden change in diameter. 6G drops 
while 6i jumps discontinuously at the position of the abrupt 
enlargement in diameter and the pressure gradient is seen to drop 
in an almost linear manner along a pipeline. Again, the pressure 
gradient changes a little more gradually after the gas-injector than 
before it, and the pressure jumps discontinuously at the position of 
the sudden expansion. 

Next, the flowing process for each phase will be discussed from 
a photographic point of view. Concretely speaking, there is a 
velocity difference between the solid- and liquid-phases and con
sequentially it comes into question whether the solid particles fall, 
rise or stop in a gas slug through the gas/liquid interface, or the 
particles are distributed uniformly in the liquid phase. 

Then, in order to examine the solid particle behavior visually, 
the moving process of the solid particles is recorded by using a 
high speed video camera (PHOTRON, FASTCAM-hvc-1). The 
solid particles moving in a vertical pipe of 22 mm in inner 
diameter have been photographed in the range from x = 1388 mm 
to X = 1410 mm in height. The view is 22 mm X 22 mm and 
taken to be equal to the inner diameter of pipe. 

position of sudden enlargcracnt 

tr 

t 
0.8 fL 

0.6 • 

0.4 • 

0.2 

0 

(b) posilion of sudden enlargement 

N , X . 
, position of gas injcclion 

J / £ G = 0 

IT-
X(m) 

^:1 
XT 

x(m) 

Fig. 8 Velocity distributions for each phase (a), volumetric fractions for 
each phase (b) and pressure (c) along a vertical pipeline of D, = 20 mm, 
Dj = 28 mm, L, = 830 mm and L = 3000 mm foryoa = 2.91 m/s, /s = 0.008 
m/s and y = 0.650. Note that this corresponds to the experimental results 
shown by the arrow In Fig. 7{b) 
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droplet water ring 

particle 

(a) t=Os (b) t=5/120s (c) t=10/120 s (d) t=15/120s 

Fig. 9 A sequence of photographs showing moving process of two solid particles in a gas slug for /a, 
= 0.702 m/s, ju = 0.307 m/s, js = 0.005 m/s and y = 0.537 

gas bubble top of a gas nhm 

di'oplet particle droplet 

(a) t=Os (b) 1=1/120 s (c) (=2/120 s (d) t=3/120s 

Fig. 10 A sequence of pliotographs showing moving process of a solid particle near the top of gas slug 
for /o, = 3.78 m/s, / i = 0.365 m/s, Js = 0.013 m/s and y = 0.537 

gas bubble gas bubble 

droplet particle* liquid film 

(a) t=Os (b) t=l/120s (c) t=2/120 s (d) t=3/120 s 

Fig. 11 A sequence of photographs showing moving process of some solid particles In a gas 
bubble for jg, = 0.748 m/s, /t = 0.684 m/s, /s = 0.013 m/s and y = 0.795 

gas bubbles in the liquid slug and film. It can be imagined that the 
particles in a gas slug are caught up with the chasing gas/liquid 
interface and then move in a liquid slug, since the rising velocity 
of the solid particles is considerably smaller than that of gas-phase. 
Thereby, the solid particles continue to rise owing to the momen
tum transferred from the liquid phase. As the momentum becomes 
larger with increasing the submergence ratio, the particles are apt 
to move upward in this situation compared with the case of Fig. 9. 

Figures 12(a) to (d) demonstrate the moving process of a par
ticle on condition jca = 3.97 m/s (to = 0.802), jV = 0.625 m/s 
and js = 0.014 m/s. The submergence ratio is set at 7 = 0.795. 
The photographs are output at regular time intervals of 1/120 s. A 
particle located at a lower position in Fig. 12(a) can no longer be 
seen in Fig. 12(cO- Since EQ is relatively large, the gas slug 
appearing in Fig. 12(c) and (d) is quite chaotic and distorted and a 
large numbers of small gas bubbles are seen in liquid slug. At any 
rate, the particles are conveyed upward very rapidly. 

It has been found that the moving process of solid particles is 
governed strongly by the volumetric flux of gas-phase and the 
submergence ratio. First, the particles are apt to rise in a vertical 
pipe with increasing the submergence ratio. Second, the particles 
are easier to move upward when the flow field in a vertical pipe is 
more chaotic, frothy and disordered by increasing the volumetric 
flux of gas-phase. 

In reality, there is a velocity slip between the solid- and liquid-
phases and it seems reasonable to consider that the velocity of the 
solid particles are slower than that of the liquid-phase. Then, it 
follows that the solid particles possibly reach the gas/liquid inter
face. However, the moving process of such particles seems to be 
comphcated at the interface. The solid particles, in some cases, can 
be pulled upward due to the surface tension with almost the same 
velocity as that at the top of the gas slug. Furthermore, as shown 
in the above figures, some cases can be observed where the 
solid-particles fall, ascend and/or stop. Regardless of such a com-
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gas bubble 

particle 

(a1 t=Os (b) t= 1/120 s (c) 1=2/120 s (d) t=3/120.s 

Fig. 12 A sequence of photographs showing moving process of a solid particle for ja, = 3.97 m/s, 
JL = 0.625 m/s, Is = 0.014 m/s and y = 0.795 

plicated moving process of the solid particles, the present numer
ical model has been built up on the premise that the particles are 
distributed uniformly in a liquid phase. As a result, it has been 
found that the present model gives sufficiently accurate prediction 
of the flow rates of lifted water and solid particles against that of 
air supplied. Finally, we believe that the model is valid, at least, for 
the prediction of global parameters like flow rates or volumetric 
fluxes. However, it should be added to note that the respective 
parameters such as the pressure, the moving velocities or the 
volumetric fractions for each phase along the pipe must be random 
and oscillatory around a mean value and the numerical flow 
characteristics calculated on the basis of the present model provide 
the mean value. 

more chaotic, frothy and disordered by increasing the volumetric 
flux of gas-phase. 

Here, the emphasis has been placed upon predicting the steady-
state flow characteristics. We wish to add to note that the system 
of equations can be extended to grasping the transitional numerical 
solutions, although it is difficult to establish the transitional situ
ation of the multiphase flow in a vertical pipe. Again, we would 
like to propose an optimal logical design such that the gas flow 
pattern can be controlled for the solid-gas-liquid three-phase mix
ture lifting along a vertical pipeline. In particular, for a large-scale 
air-lift pump, it is inevitably important where and how the abrupt 
enlargement in pipe diameter should be made along a long vertical 
pipeline. 

7 Conclusion 
This paper has treated the numerical analysis of flow character

istics of the solid-gas-liquid three-phase mixture moving upward 
along a vertical pipeline with a sudden expansion in the cross 
sectional area. The system of governing equations is built up based 
upon the one-dimensional multifluid model, taken into account the 
transitions of gas flow pattern. For the case of an abrupt change in 
diameter in the coaxial pipeline, the calculation for the steady-state 
operation performance of the air-lift pump has been performed by 
dividing the total pipeline into the two sections. First, the flow 
characteristics in the smaller diameter pipeline section have been 
calculated on the basis of the above-mentioned theoretical model. 
Next, the flow characteristics in the larger diameter pipeline sec
tion have been evaluated on the basis of the numerical procedure 
proposed here. In order to verify the validity of the system of 
governing equations as well as the procedure of the numerical 
calculation, the experiments have been made for obtaining the 
measured data using four kinds of lifting pipes. The comparisons 
between the calculated and experimental values have been at
tempted. As a result, it has been found that the present theoretical 
model gives sufficiently accurate prediction of the flow rates of 
lifted water and solid particles against that of air supplied for the 
case of a sudden enlargement in diameter. Also, it has been 
confirmed that it is very significant to abruptly expand the cross 
sectional area in order to improve the pump efficiency, as will be 
encountered in a very large-scale air lift pump to convey the 
marine mineral resources like manganese nodules at the deep-sea 
bed of about 5000 m in depth of water. Additionally, it has been 
demonstrated that the maximum solid/liquid volumetric flux can 
be predicted on the basis of the present model (see Fig. 7(c)). 

Furthermore, the flowing process for each phase has been in
vestigated from a photographic point of view. It has been found 
that the moving process of solid particles is governed strongly by 
the volumetric flux of gas-phase and the submergence ratio. First, 
the solid particles are apt to rise in a vertical pipe as the submer
gence ratio becomes larger. Second, the particles show a stronger 
rising tendency as the mixture flow field in a vertical pipe becomes 
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A Domain Decomposition 
Approach for Incompressible 
Flows Past Multiple Objects 
A domain decomposition approach has been developed to solve for flow around 
multiple objects. The method combines features of mask and multigrid algorithm 
implemented within the general framework of a primitive variable, pseudospectral 
elements formulation of fluid flow problems. The computational domain consists of 
a global rectangular domain, which covers the entire flow domain, and local subdo-
mains associated with each object, which are fully overlapped with the rectangular 
domain. There are two key steps involved in calculating flow past multiple objects. 
The first step approximately solves the flow field by the mask method on the Cartesian 
grid alone, including on those grid points falling inside an object (a fuzzy boundary 
between the fluid-object interface), but with the restriction that the velocity on grid 
points within and on the surface of an object should be small or zero. The second 
step corrects the approximate flow field predicted from the first step by taking account 
of the object surface, i.e., solving the flow field on the local body-fitted (curvilinear) 
grid surrounding each object. A smooth data communication between the global and 
local grids can be implemented by the multigrid method when the Schwarz Alternating 
Procedure (SAP) is used for the iterative solution between the two overlapping grids. 
Numerical results for two-dimensional test problems for flow past elliptic cylinders 
are presented in the paper. An interesting phenomenon is found that when the second 
elliptic cylinder is placed in the wake of the first elliptic cylinder a traction force (a 
negative drag coefficient) acting on the second one may occur during the vortex 
formation in the wake area of the first one. 

Introduction 
The motive to develop the multigrid-mask method is to rem

edy the drawback of grid generation, which often results in a 
tremendous effort to achieve the desired layout of grid points 
for flow past multiple objects. As expected, it becomes even 
more difficult to generate a single grid system when the objects 
are close to each other or randomly moving. The situation oc
curs in many physical problems, such as cross flow in shell-
tube heat exchangers, two-phase flow in multiple particle sedi
mentation, flow over a submarine or an automobile, and flow 
of blood cells in arterioles, capillaries, and venules (Stokes 
flow). 

The conventional numerical simulation of Navier-Stokes flow 
with multiobject systems falls into two main categories: (I) 
distinguishable and (11) indistinguishable fluid-object interface. 
In category I a distinct boundary between an object and fluid 
is defined, and exact boundary conditions, velocity, and force 
can be prescribed on the surface of each object. Actually, in 
this category the entire flow domain is partitioned into two 
heterogeneous systems: objects (may or may not have fluid 
inside) and fluid system. It is capable of providing highly accu
rate details of flow interaction among objects but is computa
tionally intensive. Ingber (1989) and Tran-Cong and Phan-
Thien (1989) use the boundary element method for suspensions 
of rigid particles in Stokes flow. 

In category II it is implied that a fuzzy boundary exists be
tween an object and fluid, namely, there is no distinct boundary 
between an object and fluid. Therefore, a homogeneous system 
can be adequately applied to the entire domain. As a result, a 
single set of fluid dynamics equations holds on all grid points 
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(usually a Cartesian grid) of the domain and no internal bound
aries are necessarily defined. If any force exerts on the fluid-
object interface, it will become a source term in the Navier-
Stokes equations. Despite its simplicity, a sharp discontinuity 
for the velocity field (or other variables) between the fluid-
object interface should be preserved in conformity with the 
original problem. In order to maintain a sharp front between the 
fluid-object interface, the fuzzy boundary should be restricted to 
within a few mesh distances; the less the mesh distance, the 
better the resolution of fluid-object interface. A variety of means 
to achieve the desired sharp fluid-object interface are suggested 
by many investigators Unverdi and Tryggvason (1992), Bris-
colini and Santangelo (1989), and Peskin (1977). Basically, 
the solution of flow field is discretized by the finite difference 
approximation on a global Cartesian grid to cover the entire 
flow domain. 

For the applications in category II, Briscolini and Santangelo 
(1989) proposed the spectral method to solve the incompress
ible unsteady flow over a circular cylinder by introducing a 
strip zone (or equivalent to boundary layers) control within a 
few meshes. A narrow mask (Gaussian) function with a few 
meshes wide, defined as zero inside an object and one elsewhere 
along with a smooth connection between these two values 
within the strip zone, is applied to the velocity field. Peskin 
(1977) adopted the immersed boundary method for numerical 
simulation of blood flow in the human heart. His idea is very 
similar to the framework of the mask method except a separate 
body-fitted grid is added to trace the heart wall movement. As 
for the data communication between the global Cartesian grid 
and the local body-fitted grid, Peskin (1977) suggests an ap
proximation to the delta-function to define the interpolation of 
velocity and force transferred between the fluid-object system. 
Goldstein et al. (1993) and Saiki and Biringen (1996) further 
extend Peskin's immersed boundary method to simulate flow 
over a circular cylinder by imposing the no-sUp boundary of 
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the object surface with a feedback forcing function added to 
the momentum equations. This feedback forcing function can 
bring the fluid velocity to zero on those Cartesian grid points 
which define the object surface. 

The objective of this paper is to develop a numerical method 
which combines the desired features of both categories I and II 
and to accurately simulate the flow interaction among multiple 
objects. In practice, it includes two major steps: (1) apply a 
Cartesian grid to obtain a fast solution covering the entire do
main, which is similar to category II but differs in some respects 
(it is hereafter called a mask method), and (2) generate a local 
body-fitted grid literally wrapped around each object, which is 
similar to category I, by exactly capturing the object surface. 
The purpose of step (2) is to correct the approximate flow 
field predicted from step (1) by prescribing exact boundary 
conditions on the surface of each object. 

To illustrate flow over multiple objects, one can regard that 
the local body-fitted grid (referred to the object domain) fully 
overlaps with the global Cartesian grid (referred to the entire 
domain). The iterative solution between the local and global 
grids can be implemented by the Schwarz Alternating Procedure 
(SAP) Ku (1995), Ku and Ramaswamy (1995), Ku et al. 
(1989). The role of the multigrid method during the SAP itera
tive process is to ensure a smooth data interpolation between 
the global and local grids without introducing any high-fre
quency error Ku and Ramaswamy (1995). 

The solution of the Navier-Stokes equations is implemented 
by the pseudospectral element method, which is an extension 
of the global pseudospectral method to the element-type method 
by requiring that the function continuity c° be continuous across 
the interface between two adjacent elements when calculating 
the derivatives of a function. 

Briefly, a procedure to implement the multigrid-mask method 
for flow past multiple objects is described as follows; the solu
tion on the global Cartesian grid is first solved by the mask 
method, and the solution on the local body-fitted grid is next 
solved with the prescribed boundary conditions. The multigrid 
method is employed to reduce the data communication error 
when the iterative solution between the global and local grids 
is implemented by the SAP technique. 

Section 2 derives the primitive variable form of the Navier-
Stokes equations and their direct (or iterative) solution. Section 
3 discusses the multigrid-mask SAP domain decomposition 
method. Section 4 presents numerical results of 2-D problems, 
and Section 5 provides the conclusions. 

The proposed method in this paper is somewhat similar to 
the popular Chimera's overset grid method, whose applications 
are mostly implemented in aerodynamics (Steger et al., 1983; 
Dougherty et al, 1985; Meakin and Suhs, 1989; Meakin, 1992; 
Meakin, 1995; Lijewski and Suhs, 1994; Atwood, 1994; Sahu 
and Nietubicz, 1994). The approach involves a number of geo
metrically simple overlapping component grids, i.e., body-fitted 
component (local) grids overlapped with the background 
(global) Cartesian grid. The difference between our proposed 
method and the Chimera method Ues in the background 
Cartesian grid. In the Chimera method, the Cartesian grid does 
not extend into the interior of local objects, instead, extends 
into the outer boundary of body-fitted component grids. Such 
overset grid device creates a hole region for which data transfer 
between the component and background grids can be easily 
performed. 

Primitive Variable Formulation 

Navier-Stokes Equations. In tensor notation, the time-de
pendent Navier-Stokes equations in dimensionless form can be 
described as 

duj 

dxi 
0. (1) 

Here w, is the velocity component and Re is the Reynolds 
number. 

The method applied to solve the Navier-Stokes equations is 
Chorin's (1968) splitting technique. According to this tech
nique, the equations of motion are written in the form 

dui dp „ 

dt dx; 
(2) 

where Fi = -Ujdujdxj + l/Red^Ui/dxj. 
The first step is to split the velocity into a sum of predicted 

and corrected values. The predicted velocity is determined by 
time integration of the momentum equations without the pres
sure term 

uf = Mf + AtFI. (3) 

The second step is to determine the pressure and corrected 
velocity fields that satisfy the continuity equation by using the 
relationships 

« ; • u] At 
dp 

dXi 

dur' 
dx. 

0. 

(4a) 

(4b) 

Here the superscript n denotes the nth time step. 
An equation for the pressure can be obtained by taking diver

gence of Eq. {4a). In view of Eq. (4^), it gives 

dxj 

1 dUi 

At dx. 
(5) 

Note that when solving Eq. (5) the relationship of Eq. (4a) on 
the boundaries should be utihzed to absorb the given boundary 
conditions of the velocity components. 

If p satisfies Eq. (5), then u"" '̂ automatically satisfies Eq. 
(4^). The solution of the pressure equation, Eq. (5), is the 
most computationally expensive step. Note that in Cartesian 
coordinates it can be directly solved by separation of variables 
using the method proposed by Ku et al. (1989). Equation (5) 
is of the general form, 

Lp = S (6) 

For the approximate solution of Eq. (6), the properties of the 
operator L depend on the methods chosen to represent the fields 
and their derivatives. 

In general, the operator L arising in the curvilinear coordinate 
system contains nonconstant metric coefficients, for which there 
is no direct solution. Thus, we solve a complementary problem 
whose solution can be easily related to that of the original 
problem. This technique is called preconditioning. We have 
adapted the Generalized Conjugate Residual (GCR) method 
proposed by Wong et al. (1986) to our problem as follows. 
Instead of Eq. (6) we solve 

^ap ^P ^a/j "-̂  ) (7) 

where the preconditioner L^p, a separable operator which allows 
a fast solution (see detail in Ku and Ramaswamy, 1995, Ku, 
1995) by the eigenfunction expansion technique, can be chosen 
and constructed from the original operator L by linearizing all 
nonconstant metric coefficients. 

Domain Decomposition Witli Multigrid-Masli Metliod 
As mentioned in the Introduction, two major steps are in

volved for the calculation of flow past multiple objects: solution 
of flow field on the global Cartesian grid as well as on the local 
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body-fitted grid. A smooth data communication between the 
global and local grids can be achieved by the multigrid method 
when the SAP technique is implemented for the iterative solu
tion between the two grids with inter-overlapping area. Each 
step is addressed in detail as follows: 

First Step—Global Grid, A single coordinate system (a 
global Cartesian grid) is used to first produce the solution of 
flow field covering the entire domain, irrespective of a fuzzy 
boundary existed between the fluid-object interface. Usually, 
several Cartesian grid points fall inside an object. The solution 
for this step is sometimes called the mask method, and is analo
gous to that proposed by Briscolini and Santangelo (1989), 
Peskin (1977), Goldstein et al. (1993), and Saiki and Biringen 
(1996). It permits flow into those Cartesian grid points falling 
inside an object without explicitly defining the fluid-object inter
face. The merit of such a single grid system enables us to take 
advantage of the fast solution on the Cartesian grid points. The 
other approach one could use using fictitious domain method 
proposed by Glowinski et al. (1994, 1995). 

The flow field on those Cartesian grid points falling inside 
or on the surface of the object should be restricted in order to 
comply with the original problem, i.e., no flow or small velocity 
should be allowed inside each object, including on the surface 
as well. Such a requirement, equivalent to finding the predicted 
velocity u"*' on those Cartesian grid points falling inside an 
object, can be met by solving the following equation 

= u'l + At 
dxi 

(8) 

together with Eq. (5) , Here superscript p refers to the prescribed 
velocity, certainly zero for a nonmoving object and nonzero for 
a moving object. Due to the nonsmooth flow field exhibited 
near the fluid-object interface, simply choosing the predicted 
velocity u"^' to be zero or a constant does not guarantee that 
the corrected velocity u"*' on those Cartesian grid points (fall
ing inside an object) obtained from Eq. (4a) be u'' after solving 
Eq. (5). Adversely, the undetermined predicted velocity u"" '̂ 
on those Cartesian grid points can be found by repeatedly solv
ing Eqs. (5) and (8) with given u'' and pressure gradient. Usu
ally, only 1 to 2 iterations are required to ensure that ||u"*' — 
u''|| < 10~'' on those grid points after a few hundred time steps. 

Second Step—Local Grid. Despite its simplicity, the 
mask method only provides an approximate flow field due to 
the incomplete representation of the object surface. The object 
surface is also a vital boundary condition for the determination 
of the flow. Generally, there are few, if any, Cartesian grid 
points falling on the object surface, and hence the object surface 
is not sufficiently represented. 

In order to correct the approximate flow field predicted from 
the first step by the mask method, next the object surface should 
be precisely defined by the local body-fitted grid associated 
with each object. Since the first step does not define a distinct 
boundary between the fluid and object, except a fuzzy interface 
falls within a few meshes, such a distinct fluid-object interface 
can be retrieved by this step. Importantly, the boundary condi
tions on the object surface can be exactly imposed without any 
difficulty. 

In view of the domain decomposition approach for flow past 
multiple objects, one can regard that the local body-fitted grid 
(referred to the object domain) fully overlaps the global 
Cartesian grid (referred to the entire domain). The layout of 
two grid systems for flow past two elliptic cylinders is depicted 
in Fig. 1. Each grid has its own coordinate system, and in some 
areas they overlap each other. The iterative solution between the 
two grid systems with inter-overlapping area can be efficiently 
implemented by the SAP technique. During the SAP iterative 
process, the global Cartesian grid provides the outer boundary 
information for the local body-fitted grid, and in turn the local 
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Fig. 1 Element layout for flow past elliptic cylinders 

body-fitted grid corrects the flow field near an object by impos
ing exact boundary conditions on the object surface. 

The success of the SAP technique applied to the incompress
ible flow lies in the unique use of the continuity as the pressure 
boundary condition (high-order gradient) in the overlapping 
area (the more the overlapping area, the faster the conver
gence). The convergence rate can be measured by the residual 
(/a norm) of the flow field, the velocity difference between two 
grid systems in the overlapping area or Eq. (13). In most cases 
for conforming grids (grid points coincided with each other), 
it takes four SAP iterations to sufficiently mark down the resid
ual index to 0(10"^*) ~ 0 ( 1 0 " ' ) . 

Due to the different orientation and resolution of each grid 
system, simply performing a global-to-local grid interpolation 
in the overlapping area will produce the high frequency error, 
and the results, accordingly, will be polluted throughout the 
entire computational domain. The technique of filtering the 
high-frequency noise is also known as the multigrid method. 
The multigrid method has long been used with the finite-differ
ence methods (Brandt, 1977, Hackbusch, 1985). On the same 
computational domain, a sequence of uniform grids is employed 
to accelerate the convergence of iterative methods. The work 
rests on the "standard coarsening," i.e., doubling the mesh in 
each direction from one grid to the next coarsest grid and also 
smoothing the residual to the next coarsest (restriction). The 
problem is solved on the coarse-grid (low frequency) domain 
and the coarse-grid correction for the variable transfers the cor
rection back (prolongation) to the fine grid (high frequency) 
domain to gain rapid convergence. The coarse-grid correction 
process is also applied here for the data communication (mainly 
flow components) between the global and local grids. Following 
a similar approach proposed by Ku and Ramaswamy (1995), 
the coupled pressure and velocity field between the two overlap
ping grids can be expressed as 

V , - u , Vc-iHuf) Hirf-VfUj). (9) 

Here V̂ . • represents the operator of divergence on the global-
grid domain, I{ is an interpolation operator from the local-grid 
domain " / " to the global-grid domain " c " , u is the velocity, 
Kf is the divergence of the velocity field on the local-grid do
main, and it is not known a priori. How to choose r/ will be 
addressed next. The left-hand side of Eq. (9) is the difference 
between the global-grid operator acting on the global-grid do
main and the global-grid operator acting on the interpolated 
local-grid subdomain (which is held fixed). 

Intrinsically, the continuity equation in the interior of overlap
ping area (r/on the local-grid or Vc-(/^U/) on the global-grid 
domain) will not be exactly equal to zero and is determined 
by the layout of grid points as well as the stiffness of field 
variables. The continuity equation outside the overlapping area, 
Vc'(/cU/) should naturally set to zero on the global-grid do
main. Substituting u^ and U/ in terms of pressure gradient from 
Eq. (4a), Eq. (9) becomes 

V , - u , - AfVV. - V,-(/,^U/) 

= I{(rf-\/f-Uf+ AfVV/) (10) 

Journal of Fluids Engineering JUNE 1999, Vol. 121 / 345 

Downloaded 03 Jun 2010 to 171.66.16.147. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



where u^, U/ are the predicted velocity on the global-grid and 
local-grid domain, respectively. 

It is apparent that Eq. (9) implicitly functions as a coupled 
equation between the pressure and velocity field; not only the 
residual of the right-hand side of Eq. (9) should be zero, but 
also the velocity field during the SAP iteration is unchanged. 

For the nonconforming grids (grid points not coincided with 
each other in the overlapping area), r/cannot be predetermined 
and needs to be adjusted at each SAP iteration until the velocity 
field, Ue = n̂ . - AtVpc, Uj = % - AtVpf, generated from the 
pressure equations 

V , - u , - ArVVc 

= V,• (I{Uf) + H{rf -Vj-nf+ AtV'pf) (1 la ) 

V/• U/ - AtV^Pf = rf (lib) 

satisfies 

Huf (12) 

as required for convergence. The projection for the residual 
from the local-grid domain to the global-grid domain has been 
included as the second term of the right hand side of Eq. (11a). 
Notice that during the SAP iterative process r̂  is always set to 
zero at the first SAP iteration. Whenever u^ * Huf, Eq. (9) 
acts as a coarse-grid correction process to transfer the correction 
of the velocity field back to the local-grid domain, i.e.. 

+ tf(»c I{uf). (13) 

This is vital for the success of the scheme. Changes in the 
velocity field are transferred back to the local-grid domain rather 
than the velocity field itself. Here the superscripts "old" and 
"new" simply stand for the SAP iteration count. Both the pro
longation / / , which denotes a global-to-local interpolation, and 
the restriction I{, which denotes a local-to-global interpolation, 
can be separately constructed by the Chebyshev polynomials 
for each grid system. 

With u™'" provided from Eq. (13), ?y can be adequately 
adjusted (instead of zero at the first SAP iteration) and chosen 
as 

''/ "/ (14) 

Continue to update the right hand side of Eqs. (11) with U/""' 
and solve the pressure equations until the convergence criterion 
u^ = /{u/ is met. 

For the case of conforming grids, the interpolation operator 
I{ in Eq. (9) becomes a unitary matrix. With u^ = Uj it is not 
difficult to prove that r̂  will remain zero all the time if Kf is set 
to zero at the first SAP iteration. 

The multigrid-mask SAP iterative solution of the incompress
ible Navier-Stokes equations in primitive variable form for flow 
past multiple objects (also shown in Fig. 1) is summarized by 
the following algorithm: 

1. u"^' on the outer boundary of an object is first specified 
through the interpolated solution of flow field on the global-
grid domain. 

2. Solve the pressure equation on the local-grid or " ( 9 " 
grid ("O" grid is a body-fitted grid surrounding a slender 
object) domain employing the continuity equation as the pres
sure boundary conditions on the inner and outer surfaces of an 
object. The solution of pressure equation, Eq. (1 lb), is obtained 
by the preconditioned General Conjugate Residual (OCR) 
method. 

3. With the solution of u"" '̂ on the local-grid domain from 
step (2) , perform the local-to-global interpolation of l{Uf and 
the residual of Eq. (lib) in the overlapping area. Solve the 
pressure equation on the global-grid domain, Eq. (1 la ) , by the 
mask method with the eigenfunction expansion technique. 

4. Update U/" '̂ on the local-grid domain by the coarse-grid 
correction process, Eq. (13), as well as r/in Eq. (14). 

5. Repeat steps (2) to (4) until the velocity u"^' in the 
overlapping area satisfies the convergence criterion of Eq. (12). 

Notice that at each fime step the solution of the velocity field 
on the global-grid domain needs to be computed first, and then 
the SAP iterative procedure is performed as above mentioned. 

It is worthwhile to emphasize that even with strong disconti
nuity exhibited for the velocity (on the global-grid domain) 
immediately outside an object the multigrid-mask method in
deed restricts small prescribed velocity on those Cartesian grid 
points falling inside an object and satisfies Eq. (12), too. 

As for the adaptive composite grids, the solution of velocity 
field in coarse-grid domain needs first to compute and then 
repeats the same iterative procedure as above mentioned. In 
order to guarantee that consistent values of velocity (or pressure 
gradient) be generated in the overlapping domains, satisfying 
Eq. (9) , the divergence of velocity field V - u needs to be 
actually computed in whichever domain is counted. Since u on 
fine-grid domains is not known a priori, the divergence of veloc
ity field is only set to zero at the first SAP iteration for step 
(2). It indicates that any lines acted as the boundary of one 
domain, the divergence of velocity field along those lines which 
are also interior lines of neighboring domains, should be satis
fied only by its neighboring domains. Outside the inter-overlap
ping zone, the continuity equation is exactly satisfied in each 
decomposed subdomains. 

Two main issues occurring in the overlapping area between 
the fine-grid and coarse-grid subdomains one might often en
counter are how to (1) efficiently implement the data interpola
tion; and (2) explicitly impose the global mass conservation 
for inflow-outflow problems. Each will be addressed separately. 

Data Interpolation. Finding the image iC V)' ~^ — C ^ 
1,-1 < r ? < l , o f a collocation point (x, y) from the fine-grid 
subdomain II mapped onto the coarse-grid subdomain I (or 
vice versa) is first determined by using the two-dimensional 
Lagrange interpolation to seek its corresponding position falling 
into an element on the coarse-grid subdomain which contains 
(M + 1) X (A' + 1) collocations points, f, = cos ni/M (i = 
0, . . . , M), rjj = cos Tvj/N (;' = 0, . . . , A )̂, such that 

M 

a,„„T,„(i)T„(v) 

I I b„,„T,„(OT„(v) 

(15a) 

(I5b) 

where T„, denotes the mth order Chebyshev polynomials. Un
known expansion coefficients, a,„„, b„,„, can be easily obtained 
by the prescribed points (x, y) on the coarse-grid subdomain I 
through 

^ — t — I r - » • T • T- -1 1 1—I 1 — I — . • — 

2 -

2 -

4 L^^ i_^^..^_i . i_^ . . . ^ 
0 2 4 6 8 10 

Fig. 2 Element layout for flow past an elliptic cylinder 
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Fig. 3 Full-cycle time history of streamline plots for Re = 200 at time (a) t = 0, (b) t = 0.2 T, (c) t = 0.4 T, (d) t = 0.6 T, (e) t = 0.87, {f)t = T 

xi^i' VJ) = Z X a,mT,„{i.i)T„(Vj) (16a) 
m=0 n=0 

M N 

/ u = •t/A 

>'(e-, ??y) = X X fc,„„r,„(e)r„(77;) (16^) 
m=0 n=0 

With a given point {x, y) in the physical space of fine-grid 
subdomain II, its image (^, rj) on the coarse-grid subdomain I 
can be iteratively solved by the Newton-Raphson method. Once 
the one-to-one correspondence between the fine-grid and 
coarse-grid subdomains has been established, the equation re
quired to generate a function (p^ix, y) on the fine-grid subdo
main interpolated from the coarse-grid subdomain, now be
comes 

¥{x,y) = X X N,(,ONj{Tl)4>''ii:, Vj) ( H ) 
(=0 j=0 

where f/> (̂C,, rij) denotes the function value at the collocation 
point (^,, r]j) on the coarse-grid subdomain, and Ni{(^), Njirj) 
are the shape functions defining the geometry of the element 
on the coarse-grid subdomain. 

Notice that it requires much less effort to perform the data 
interpolation if the one-to-one correspondence for the shape 
functions between subdomains can be permanently stored (once 
for all). Also the cost for such additional memory is negligible 
compared to that declared by a single variable. 

Global Flow Rate. For the inflow-outflow problems, due 
to the grids along the inter-overlapping interfaces not intersected 
at each other (nonconforming grids), the coarse-grid velocity 
field interpolated from the fine-grid subdomain along the bound
ary lines, or vice versa, may not exactly satisfy the global mass 
conservation, and thus a slight adjustment to the velocity field 
along boundary lines is recommended. A commonly-used for
mula like the following will meet such a requirement: 

/ u"'" • dA 
(18) 

Results and Discussion 
Four SAP iterations are employed for all the test problems, 

and the convergence criterion of Eq. (12) is satisfied by the 
requirement ||Uc - I{.Uf\\ < 2.5 X lO""*. The radiation boundary 
condition is applied on the truncated downstream to give the 
least influence upon the upstream flow development. 

An incoming uniform flow past a slender elfiptic cylinder of 
thickness ratio (minor to major axis) 1:6.66 at 45 deg incidence 
is studied. Reynolds number is chosen to be Re = 200 (based 
on the chord length, which is twice the major axis), and the 
aspect ratio (the channel width over the chord length) is 20. 
The number of elements allocated for the global domain is 14 
X 16 elements (6 points per element) in the x and y directions 
and 14 X 4 elements are adopted for the local domain. The 
detailed element layout is sketched in Fig. 2. 

A benchmark comparison is first made for flow past an elliptic 
cylinder with the thickness ratio of 0 deg angle and Reynolds 
number 100, and it gives the drag coefficient Co = 0.496, which 
is in good agreement with 0.486 obtained from the streamfunc-
tion vorticity formulation Rosenfeld and Wolfshtein (1984). 
When the attack angle becomes 45 deg and Reynolds number 
is at Re = 200, a well-known Karman vortex street develops. 
At time t = 4.42, equivalent to t = 8.84 of Rosenfeld and 
Wolfshtein (1984) due to different length scale, streamline plots 
(not shown here) reproduce a similar pattern of Lugt and 
Haussling (1974), an immediate separation behind the top tip 
of elliptic cylinder as well as a primary vortex behind the body. 
With the separation occurring at the rear (upper) side of the 
cylinder, the pressure at the upper side is higher than that at 
the lower side, so the lift becomes more negative. The stream
line plots shown in Fig. 3 illustrate the time history of separation 
behind the elliptic cylinder within a cycle. If one regards the 
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Fig. 4 Time history of drag Co and CL coefficients for flow past an elliptic 
cylinder at Re =: 200 

separation starting from the leading edge as seen in Fig. 3(a) , 
the time evolution of separation is described as follows: the 
separation region continues to increase toward the trailing edge 
(Fig. 3(b)), and up to the trailing edge where the maximal lift 
holds. After the separation breaks down (Fig. 3(c)) , it restarts 
from the trailing edge (Fig. 3(d)) and then gradually extends 
to the region toward the top tip (Fig. 3(e)) where the minimal 
lift occurs. The separation also splits into two parts, one located 
immediately behind the ellipse, another formed as a vortex be
hind the body (Fig. 3 ( / ) ) . 

After a few cycles of time elapse, the drag and lift coefficients 
tend to settle down within the range, -0.985 < Q s -1.500, 
1.355 < Co =3 1.781 (as seen in Fig. 4) , which are qualitatively 
similar to the case with thickness ratio of 1:10 in Lugt and 
Haussling (1974). The Strouhal number is 0.275 in contrast 
with 0.25 in the case of thickness ratio 1:10. 

To demonstrate the capability of multigrid-mask method in 
simulating the interaction among multiple objects, we add an
other elliptic cylinder with thickness ratio 1:4 (chord length is 
60 percent of the first one) in the direction of incoming flow. 
The element layout is also sketched in Fig. 1 and the position 
is placed in the wake of the first elliptic cylinder. It is very 
common for us to experience the traction force when we park 
a car and another high speed car passes by from us, or a small 
plane flying into the wake of a big plane can crash with the big 
one due to the resulting suction force. 

In order to prove the traction force acting on the second 
elliptic cylinder induced by the wake effect from the front one, 
it is rational to plot the time history of drag coefficient at the 
rear one. If any negative value of drag coefficient exists, it 
supports the evidence. In Fig. 5, the drag and lift coefficients 
of both elliptic cylinders appear in the same plot. Apparently, 
the negative drag coefficient occurring at the second one indeed 
points out that a traction force sometimes does exist on the rear 
elliptic cylinder. Meanwhile, the drag and lift coefficients for 
the front elliptic cylinder also change within the range, 1.30 < 
CD ^ 1.828, -0.82 < CL < -1.39, due to the existence of the 
rear one. Strikingly, the Stouhal number is reduced to 0.208 
which is the same as that of the rear elliptic cylinder (resonant 
effect), whose drag and lift coefficients are -0.139 < Co £ 
0.360, -0.939 =s Cz, < 0.911, respectively. 

The streamline plots as seen in Fig. 6 will give a detailed 
description of the aforementioned traction effect. The phenom
ena of the front elliptic cylinder is very similar to the single 
case; separation starts from the leading edge and grows up to the 
trailing edge where the separation breaks down, then separation 
restarts from the trailing edge and extends toward the leading 

edge where it splits into two parts: one is on the surface and 
another is formed in the wake region. The traction force acting 
on the second elliptic cylinder can be justified in terms of the 
vortex formation in the wake region of the first one. Whenever 
the vortex forms and the wake area extends to occupy the front 
surface of the second one, the drag coefficient becomes negative 
and is clearly indicated in Fig. 6(c) . The negative value persists 
during the time period (Fig. 6(c) -Fig. 6(e)) when the separa
tion on the surface of the front elliptic cylinder breaks down at 
the tail and then restarts from the bottom and extends toward 
the tip. The intensity of traction force turns out to be the strong
est when the wake zone behind the first elliptic cylinder occu
pying the front surface of the second one becomes the largest 
(Fig. 6(d)). 

Conclusions 

The solution of the Navier-Stokes equations in primitive 
variable form has been obtained by the pseudospectral ele
ment method via the multigrid-mask SAP domain decomposi
tion technique. The solution procedure for flow past multiple 
(or single) objects includes two basic steps: solution of flow 
field on the global Cartesian grid and on the local body-fitted 
grid. The solution of flow field on the global Cartesian grid 
is first solved by the mask method, then on the local body-
fitted grid. The iterative solution between the global (referred 
to the entire domain) and local (referred to the object do
main) is performed by the SAP technique through the 
multigrid method. 

The first step permits flow into those Cartesian grid points 
falling inside in an object without knowing the fluid-object 
interface but subject to the restriction that flow inside or on the 
surface of an object should be zero or small. The merit of the 
mask method is its simplicity to provide an approximate flow 
field by the fast eigenfunction solver. The implementation of 
the second step is used to correct the flow field predicted from 
the first step by imposing exact boundary conditions on the 
object surface. 

From the solution point of view, the problem can be inter
preted as the local body-fitted grid (referred to the object 
domain) fully overlapped with the global Cartesian grid (re
ferred to the entire domain). The SAP technique is used 
for the iterative solution between the two overlapping grids. 
During the data exchange between the global and the local 
grids, the coarse-grid correction technique is used to elimi
nate the high-frequency error caused by the global-to-local 
grid interpolation. 

Fig. 5 Time history of drag Cp and lift CL coefficients for flow past elliptic 
cylinders at Re = 200 
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Fig. 6 Time history of streamline plots for Re = 200 at time (a) t = 0, {b) t = 0.27 T, (c) t = 0.46 T, (d) t = 0.67 T, (e) t = 0.77 T, (f) ( = 0.91 T 

Test problems demonstrate the versatility of the proposed 
multigrid-mask method. Future research will concentrate on so
lution of flow in the three-dimensional geometries. 
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Announcement 

FREEMAN SCHOLAR PROGRAM 

The Freeman Scholar Program was established in 1970 in honor of John R. Freeman, Honorary Member 
and 24th President of ASME, to advance the science and art of fluids engineering. 

Outline of Program 

A person of high capability, outstanding accomplishments, and considerable experience in some area of 
fluids engineering shall be selected biennially, from a list of applicants, to make a major review of a coherent 
topic of the author's own choosing and specialty, to prepare a comprehensive report (which should not exceed 
120 double-spaced manuscript pages, or 30 journal pages, without special permission) on the state of the field, 
and to suggest key needs for future research. The emphasis shall be on significant and timely contributions to 
current or future real problems in fluids engineering practice. 

After a suitable review, the Scholar will present a public lecture covering his/her work at an activity of the 
Fluids Engineering Division at the Fluids Engineering Division Summer Event of each even-numbered year, 
and his/her report will be published in the ASME Journal of Fluids Engineering. 

The Scholar shall be available, as far as personal commitments permit, for presentation of his/her lecture at 
sites of fluids engineering activity in industry, government or education. 

Limitations 

The scholar need not be a member of ASME and may be selected from industry, government, education or 
private professional practice. 

Freeman Scholar Standing Committee 

The Freeman Scholar Program shall be administered by a Freeman Scholar Standing Committee of three, 
each serving a term of six-years, with terms so staggered that one begins on January 1 of each odd-numbered 
year. 

The members shall be ASME Members or Fellows, one of whom will be recommended by the Fluids 
Engineering Division Executive Committee to the Committee on Honors each even-numbered year. The 
Committee on Honors shall appoint the new member at its annual Spring meeting for a term beginning in 
January of the following odd-numbered year. Members may serve only one complete term plus any fraction 
of a term replacing someone else on the Standing Committee. 

Committee personnel should be selected to represent industry, government, private practice, and education 
whenever possible. 
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Monotonic Convergence 
Property of Turbulent Flow 
Solution With Central Difference 
and QUICK Schemes 
Monotonic convergence of numerical solutions with the computational grid refinement is 
an essential requirement in estimating the grid-dependent uncertainty of computational 
fluid dynamics. If the convergence is not monotonic, the solution could be erroneously 
regarded as convergent at the local extremum with respect to some measure of the error. 
On the other hand, if the convergence is exactly monotonic, estimation methods such as 
Richardson extrapolation properly evaluate the uncertainty of numerical solutions. This 
paper deals with the characterization of numerical schemes based on the property of the 
monotonic convergence of numerical solutions. Two typical discretization schemes of 
convective terms were considered; the second-order central difference scheme and the 
third-order Leonard's QUICK scheme. A fully developed turbulent flow through a square 
duct was calculated via a SIMPLER based finite volume method without a turbulence 
model. The convergence of the numerical solution with the grid refinement was investi
gated for the mean flow property as well as fluctuations. The comparison of convergence 
process between the discretization schemes has revealed that the QUICK scheme results 
in preferable monotonic convergence, while the second-order central difference scheme 
undergoes non-monotonic convergence. The latter possibly misleads the determination of 
convergence with the grid refinement, or causes trouble in applying the Richardson 
extrapolation procedure to estimate the numerical uncertainty. 

1 Introduction 

Recent development in the computer capability has enabled us 
to apply computational fluid dynamics to practically important 
flow problems. At the same time, the uncertainty assessment of 
numerical solutions has became an unavoidable task (Freitas, 
1993). Several classes are distinguished in the uncertainty of 
numerical results (Demuren and Wilson, 1994); the truncation 
error in numerical schemes, the discretization error, the boundary 
condition, the iterative convergence, and so on. Among these 
categories the grid dependency of numerical solutions is of fun
damental concern to many researchers. Roache (1994) introduced 
Grid Convergence Index (GCI) as a measure of the grid indepen
dency of numerical solutions, which is based on the generalized 
Richardson Extrapolation. Recently, Celik and Karatekin (1997) 
examined the applicability of GCI to nonuniform grids. A funda
mental requirement in grid-dependency analysis is the monotonic 
convergence of the numerical solution with the grid refinement. 
The Richardson Extrapolation including GCI application assumes 
this property as the basic assumption (Roache, 1994). If the con
vergence is not monotonic, the solution could be erroneously 
regarded as convergent at the local extremum in evaluating some 
measure of the error. A natural question then arises; is there any 
class of discretization schemes which may result in non-monotonic 
convergence? The odd- and the even-order difference schemes in 
convective terms possibly show different behavior from the view
point of monotonic convergence. It is well known that even-order 
central difference schemes do not have any dissipative error term 
with the leading error term of dispersion error. Odd-order upwind 
discretization schemes, on the other hand, have dissipative error as 
the leading error term. Although none of the former studies on 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
April 2, 1998; revised manuscript received February 3, 1999. Associate Technical 
Editor: J. A, C. Humphrey. 

Steady laminar flow problems has mentioned the possibility of the 
non-monotonic convergence of the central difference schemes, 
time-dependent turbulent flow solutions may possibly undergo the 
non-monotonic convergence due to the dispersion error in the 
schemes. 

The present paper deals with a fully developed turbulent flow 
through a square duct. A SIMPLER based finite volume method is 
employed with the second-order central difference scheme and the 
third-order Leonard's QUICK scheme for the convective terms. 
The turbulent flow through a square duct represents an excellent 
test case for evaluating numerical schemes to reproduce anisotro
pic characteristics of turbulence. A specific feature of the turbulent 
flow in the noncircular duct is the occurrence of the secondary flow 
on the plane perpendicular to the main flow direction (Schlichting, 
1979). Although the secondary flow velocity is only of the order of 
2-3% of the mean axial velocity, its effect on the flow character
istics is not negligible; it transports fluid of large momentum 
toward each corner of the duct, resulting in a distortion of the mean 
axial velocity profile. It is well known that the standard K — e 
model fails to predict the secondary flow motion. Considering 
anisotropic characteristics of the turbulence, the secondary flow in 
a square duct was properly predicted (Demuren and Rodi, 1984). 
Recently, the detailed structure of the turbulent flow in a square 
duct was investigated with the large eddy simulation (Madabhushi 
and Vanka, 1991, Su and Friedrich, 1994), the anisotropic K - e 
model (Myong and Kobayashi, 1991), and the direct numerical 
simulation (Huser and Biringen, 1993). 

In this paper the monotonic convergence of the numerical so
lution with the second-order central difference and the QUICK 
scheme is investigated for the turbulent flow in a square duct. 
Section 2 of the paper describes the fundamental equations and the 
boundary conditions. A summary of the numerical procedure is 
also given. Calculated results are presented and discussed in Sec
tion 3. The convergence of the numerical solution with the time 
step is first studied for different grid resolutions and discretization 
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Fig. 1 Geometry and coordinate system 

schemes. Using time-step independent solutions, the convergence 
with the grid refinement is then investigated. The above mentioned 
DNS solution is used as the reference. Section 4 presents the 
conclusion of this work. 

2 Numerical Procedure 

The geometry shown in Fig. 1 is described by the Cartesian 
coordinate system (Xi, Xj, Xj) with the corresponding velocity 
components ([/, , U2, U^). Pertinent equations for incompressible 
fluid flow are the equation of continuity: 

div U = 0, (1) 

and the Navier-Stokes equation: 

3U 1 
—; + (U • grad)U = -grad P + — V ^U, (2) 

where R^ is the Reynolds number defined as 

^.0 = U„ob/v, 

and the standard mean bulk velocity U„o is given as 

0^0 = ^j2\P/\Lp, 

assuming the Blasius' formula 

A = 2AP/L = 0.316i?, 

(3) 

(4) 

(5) 

Dimensionless variables are defined using the standard mean bulk 
velocity f/,„o, the width b of the square duct and the density p of 
the fluid. Throughout the paper dimensional values are denoted 
with ~ . As to the boundary condition, the no-slip condition is 
applied on the side walls, while the periodicity L in the X, 
coordinate direction is assumed for the velocity field. A constant 
pressure difference Af is applied between the upstream and the 
downstream boundaries in the Xi direction. 

A brief description of the solution procedure is given here. A 
uniformly spaced staggered grid system is defined in each 
coordinate direction. The discretized representations of the rel
evant equations are obtained through the control volume 
method, and are solved by an iterative algorithm similar to the 
SIMPLER method due to Patankar (1980). A specific feature of 
the present solution procedure (Hayase et a l , 1990) is summa
rized in the following. 

By reference to Fig. 2, values of an arbitrary quantity 4> at the 
control volume boundaries in convective terms are expressed with 
the third-order Leonard's QUICK scheme (hereafter abbreviated 
as "QUICK scheme") or the second-order central difference 
scheme (abbreviated as "CENTRAL scheme") as. 

N o m e n c l a t u r e 

B — width of the square duct 
e = tolerance for the numeri

cal solution dependent on 
the time step 

£i = energy spectrum of t/,-
velocity perturbation in 
wave number domain 

£'[*]«,( — averaging over Â^ sam
ples 

hj = computational time step 
/;* = computational time step 

for the specified error 
tolerance 

/ji, /j2, h-i = grid spacing in the Xi, 
Xj, X3 coordinate direc
tion, respectively 

''mean = = ^/^JA^ = mean grid 
size 

L = periodicity of the flow 
field in the Xj direction 

Mi = number of time series 
data 

Â ,, = number of averaging data 
A'l, N2, N^ = number of computational 

ceUs in the X,, Xj, X3 
direction, respectively 

p = order of discretization 
scheme 

P = P/ipUlo) = pressure 
r = grid refinement ratio 

Reo = U„ablv = Reynolds 
number based on the 
mean bulk velocity eval
uated with Blasius' for
mula 

R„ = U,b/v = Reynolds num
ber based on the mean 
friction velocity 

Si = energy spectrum of [/,-
velocity perturbation in 
frequency domain 

T = t/(B/U^o) = time 
U = (t/i, C/2, C/3) = velocity 

vector in (Xi, Xj, X3) 
coordinate system 

U^ - UJU„o = mean friction 
velocity 

Uc = UJU„o = mean stream-
wise velocity at the cen
ter of cross section 

U,„ = UJU^o = rnean bulk 
velocity 

[/„o = mean bulk velocity eval
uated with Blasius' for
mula 

(Xi, X2, X3) = Cartesian coordinate sys
tem (Fig. 1) 

y = distance from the wall 
y * = distance from the wall in 

wall unit 
a = streamwise wave number 

of perturbation 
Ug = bandwidth of energy 

spectrum 
AP = pressure difference im

posed between the up
stream and the down
stream boundaries 

e = dissipation rate per unit 
mass 

V 

A = 

= i}/b = Kolmogorov 
length scale 
2AP/L = resistance co
efficient 

V = kinematic viscosity 
p = density of fluid 
T = Kolmogorov time scale 
4) = arbitrary quantity 
0) = circular frequency 

Superscripts 

m = index to discretized time 
~ = dimensional value 
— = value averaged in time 

' = fluctuation from the 
mean value 

Subscripts 

0 = standard values based on 
Blasius' formula (Eq. 
(5)) 

I, II = quantity for fine and 
coarse grid system in 
GCI calculation, respec
tively 

m = index to discretized time 
n = index to discretized fre

quency 
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o— 

Fig. 2 One-dlmenslonal staggered grid system for tlie control volume 
method 

QUICK: 

4,, = (/,,. + l/8(-</),_, - 2(#),. + 34.,+ ,) {U, > 0) 

= <̂ ,.+ , + l/8(3(/., - 2(/.,+i - (^,,2) (t/. S 0) 

CENTRAL: 

(6) 

(7) 

In the expressions, underlined terms are evaluated as source terms 
in iteration process. These formulations for QUICK and CEN
TRAL schemes satisfy four rules necessary to the physically 
consistent numerical scheme due to Patankar (1980), and signifi
cantly improves the numerical stability (Hayase et al., 1992). 

The MSI method of Schneider and Zedan (1981) is used to solve 
the linearized pentadiagonal matrix equations. For discretizing 
time derivative terms, the second-order accurate three-time-level 
implicit scheme is employed (Fletcher, 1988). 

dt 

1 / 3 , 1 
(8) 

Three-dimensional and time-dependent calculation is performed 
without a turbulence model in order to examine the fundamental 
relation between the monotonic convergence property and the 
discretization schemes of convective terms. 

3 Results and Discussion 
Calculations were carried out on the Cray C916 at the Institute 

of Fluid Science, Tohoku University. Computational conditions 
are summarized in Table 1. In previous studies a periodicity L in 
the X, direction was assumed as 4 (Su and Friedrich, 1994), 6.4 
(Huser and Biringen, 1993), or 6.3 (Madabhushi and Vanka, 1991) 
to ensure a sufficiently small two-point correlation for velocity 
fluctuations. The periodical length L is fixed to 4 in this study. It 
is noted that the effect of the periodicity on the solution is depen
dent on the computational grid resolution. This point is discussed 
later. Computation was performed with three grid systems of 
different grid resolution. An appropriate time step was first deter
mined for each grid system. Nondimensional pressure difference 
AP corresponding to the Reynolds number of R^o = 9000 is 

Table 1 

Grid system 

Grid poinis/>^,X N^X N3 

Gtidspacing/i,X /i^X hj 

Mean grid size h^ea« " VVVis 

Timeslep/if 
(/ir* for 5% error 
torelance in U„) 

QUICK 

CENTRAL 

Conveclivc Icrm discretization 

Time derivative term discretization 

Total residual at convergence 

CPU time [s] for one time step 

Periodical length L 

Pressure difference AP 

Standard Reynolds number R^ (/{„) 

Computational conditions 
Present 

Grid (A) 

20X10' 

0.2X0.1' 

0.126 

0.1 
(0.094) 

0.05 
(0.042) 

Grid (B) 

40X20" 

0.1X0.05' 

0.063 

0.05 
(0.044) 
0.025 

(0.030) 

Grid(C) 

80X40' 

0.05X0.025' 

0.032 

0.025 
(0.027) 

0.01 
(0.017) 

3rd-order QUICK or 2nd-order central 

2nd.ordcr 3-time.levcl implicit 

0.01 

2 

0.01 

15 

0.015 

100 

4 

0.0649 

9000 (573) 

DNS (Huser and Biringen) 

DNS (A) 

64X81' 

0.1 X (0.004 
•0.021)' 

0.011-0.035 

0.0157 

DNS (B) 

96X100' 

0. IX (0.003 
•0.017)' 

0.010-0.030 

0.0126 

5tl)-order upwind 

4tli.order Runge-Kutia 

6.4 

0.1025 

9484 (600) 

specified. Although the nondimensional mean bulk velocity U,„ = 
UJU,„o is not identical to unity for relatively coarse grid systems, 
it converges to 1 with improving the grid resolution. 

The initial condition of the time-dependent calculation is ob
tained by interpolating the result of the former study (Hayase et al, 
1991). In each grid system preliminary computation was per
formed until a statistically steady solution was obtained. The mean 
flow field and the statistical values of perturbations were then 
computed with the proceeding computational results. 

3.1 Effect of Time Step. The effect of the computational 
time step is crucial for the turbulent flow calculation since the flow 
contains a wide range of the frequency component in its fluctua
tion. Computation was performed with several values of the time 
step for each grid system and discretization scheme. Results are 
plotted in Fig. 3 for the mean bulk velocity obtained by averaging 
over nondimensional time period of 100. Each result tends to its 
convergent value with decreasing the time step. The rate of vari
ation is larger for the finer grid, and that of CENTRAL scheme is 
larger than that of QUICK scheme for the same grid system. This 
implies that the finer spatial grid requires the smaller time step, and 
CENTRAL scheme also does than QUICK scheme. 

Choi et al. (1994) made a study on the effect of the computa-

Fig. 3(a) QUICK 

Fig. 3(b) CENTRAL 

Fig. 3 Variation of the mean buli< velocity with tiie computational time 
step 
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Fig. 4 Comparison of energy spectra for tlie (/^velocity perturbation at the center of cross section 

tional time step for a fully implicit method in the case of the 
turbulent flow through a two-dimensional channel. They con
cluded that the turbulent fluctuations can only be sustained if the 
computational time step is appreciably less than the Kolmogorov 
time scale defined as 

T= Jm{u,jh). (9) 

In the present condition, the Kolmogorov time scale is evaluated as 
T = 0.105. In Fig. 3 the present results for the grid systems (A) and 
(B) with QUICK and CENTRAL schemes reproduce the equiva
lent of turbulent perturbation for the time step larger than the 
Kolmogorov time scale. In the present semi-implicit solution pro
cedure, Kolmogorov time scale does not necessarily determine the 
minimum computational time step required to preserve turbulent 
fluctuations. It is noted that the insensitivity of flow characteristics, 
e.g., laminar or turbulent, to variation of the time step is a favor
able property for numerical procedures since such a numerical 
solution provides qualitatively correct result even with an insuffi
cient temporal resolution. 

The energy spectrum of the [/,-velocity perturbation at the 
center of a cross section is calculated by the following formula 

Siioi.) = E S U[(tJ e\p{-ja)„t,„ 

( n = l . M,), (10) 

where &)„ = limlihjMj) is the nondimensional circular fre
quency, M^ the number of time series data, and £'[*]A/i denotes the 
averaging over N^ samples. 

In the following the energy spectrum is converted into that in the 
wave number domain as. 

E,(a„) = U,S,(o)„) (11) 

where a„ = oj„/Uc is the wave number. Figures 4(a)-(/) show 
convergence of the energy spectra with decreasing the time step 
for three spatial grid systems and for QUICK and CENTRAL 
schemes. All of the results are obtained from numerical solutions 
over the same nondimensional time interval of 102.4. The DNS 
result (Huser and Biringen, 1993) is plotted in each figure as the 

reference. In each figure the energy increases in a large wave 
number region with decreasing the time step and the profile of the 
spectrum converges to the different one depending on the spatial 
grid resolution and also on the discretization scheme. It is noted 
that the energy spectra for coarse grid systems have noticeable 
peaks in their profiles. These peaks represent the dominant wave 
modes whose wavelengths are nearly given as LIk (k = 1,2, 
3, . . . ) , where L is the periodical length of the duct. Several wave 
numbers corresponding to these modes are indicated in Fig. 4(d). 

The bandwidth of the energy spectra a^ is defined here as the 
wave number at which the energy spectrum curve crosses the 
threshold value of 10^\ Figure 5 shows the variation of the 
bandwidth with the computational time step for three grid systems 
and QUICK and CENTRAL schemes. It is noted that the band
width is more sensitive to the time step than the mean bulk velocity 
(see Fig. 3). The DNS result (Huser and Biringen, 1993) is also 
plotted in the figure for reference. 

The time step required for a specified error tolerance is evalu
ated here with the following formula. 

h*r= A4> 
\hr hr\\ 

I4>2 - <̂ il 
(12) 

where c/), and 4>2 represent characteristic quantities of the solution, 
such as mean bulk velocity or bandwidth mentioned above, for the 
time step hji and A^, respectively, and At/) denotes the specified 
tolerance for the quantity. The formula (12) assumes the linearly 
proportional relationship between the variation of the characteris
tic quantity and the time step. Figure 6 shows the values of A* 
calculated for the tolerance of 5% of the reference values for the 
mean bulk velocity and the bandwidth with the mean spatial grid 
size defined as 

"mean ~ V 1 2 3' (13) 

This figure implies the computational time step should be de
creased almost linearly proportional to the mean spatial grid size. 
It is also noted that the time step necessary to obtain an accurate 
energy spectrum should be smaller than that for the mean bulk 
velocity by a factor of 0.2, and the time step for CENTRAL 
scheme must be about half of that for QUICK scheme. The actual 
time step hr used in the calculation was determined for each grid 
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Fig. S(a) QUICK 

Fig. 5 Variation 
step 

Fig. 5(b) CENTRAL 

of the bandwidth of the energy spectrum with the time 

system and discretization scheme considering the value of ft* for 
the mean bulk velocity (see Table 1). 

3.2 Effect of Spatial Grid Resolution. Convergence of the 
numerical solution with the spatial grid refinement is discussed in 
this section using the former solutions with the appropriate time 
steps for the grid resolution and the discretization scheme. Figure 
7 shows the comparison of the convergence processes of the mean 
streamwise velocity profile along the wall bisector with QUICK 
and CENTRAL schemes. The velocity is normalized here by the 
nondimensional mean friction velocity U, = V'AP/(4L), and the 
distance from the wall is measured in wall unit y^ = U^R^y-
Results of DNS (Huser and Biringen, 1993) and the linear profile 
UilU, = 3;"̂  are also plotted in the figure as reference. In the case 
of QUICK scheme in Fig. 7(a), the coarse grid (A) gives a rather 
poor result, but the profile monotonically converges to the DNS 
results as the grid is refined to (B) or (C). The convergence process 
of CENTRAL scheme in Fig. l{b) is different from the former 
case. The coarse grid (A) shows unexpectedly good agreement 
with the DNS results. The velocity profile, however, diverges from 
those of DNS with the refined grid (B), and again converges with 
further refinement to the grid (C). 

Convergence processes of the energy spectra with the grid 
refinement for QUICK and CENTRAL schemes are compared in 
Fig. 8. Variation of the spectrum profile for QUICK in Fig. 8(a) is 

0.1 
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1 1 1 1 1 - 1 - , — 1 • 
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Fig. 6 Computational time step required for 5% error tolerance with the 
mean spatial grid size 

characterized by a monotonic increase in a region of large wave 
number and small change in that of small wave number. The result 
of CENTRAL scheme reveals rather complex convergence pro-

35 

25 

^ 20 

lb" 
15 

-DNS (A) 
• DNS (B) 
-Grid (A) 
-Grid(B) 
-Grid(C) 

10 -

Fig. 7(a) QUICK 

35 

30 

25 

lb" 
20 -

15 

10 

— DNS (A) 
— - DNS (B) 
— Grid (A) 
— Grid(B) 

-Grid(C) 

Fig. 7(d) CENTRAL 

Fig. 7 Convergence of the mean Ui-veloclty profile with spatial grid 
refinement 
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Fig. 8 Convergence of the energy spectrum with spatiai grid refinement 

cess; the energy spectrum increases for large wave numbers but 
decreases for small ones. It is noted that the inertial subrange with 
the slope of a~™ appears in both the solutions for QUICK and 
CENTRAL schemes with the fine grid (C). 

Monotonic convergence with the grid refinement is evaluated 
for the mean bulk velocity and the bandwidth in Fig. 9. Variation 
of the mean bulk velocity with the mean grid size in Fig. 9(a) 
shows a good contrast between the monotonic convergence of 
QUICK scheme and the non-monotonic one of CENTRAL 
scheme. At the mean grid size of /imcan = 0.126 corresponding to 
the coarse grid (A), the result for QUICK scheme gives the 60% 
larger estimation for the mean bulk velocity, but it converges 
monotonically toward the exact value of unity with decreasing the 
mean grid size. The result for CENTRAL scheme, on the other 
hand, gives a fairly good result of the only 8% excess mean flow 
at Amean = 0.126, but It decreases below the exact value to the 
minimum point and again increases to converge to 1 rather slowly 
with decreasing the mean grid size. This non-monotonic conver
gence of CENTRAL scheme has essential shortcomings. First, an 
improvement of the grid resolution does not necessarily result in 
an improvement of the accuracy of the solution. For example, the 
error for A mean = 0.063 is worse than that of /jn,j„„ = 0.126 in the 
figure. Second, a non-convergent solution may behave as the 
convergent one. The variation of the mean bulk velocity with the 
change of the grid resolution becomes very small around the 
extremum point near h^^,,, = 0.063, satisfying the necessary con
dition of the convergence. The monotonic behavior of QUICK 
scheme, which enables us to properly estimate the exact result 
from solutions with rather coarse grid systems, is preferable to the 
more complex convergent behavior of CENTRAL scheme. 

In the present section the time step for QUICK is set twice as 
large as that of CENTRAL scheme for each grid system to keep 
the error of solutions in the same order of magnitude between 
the discretization schemes (see Table 1). The other result for 
QUICK with the same time step as CENTRAL scheme for each 
grid system is plotted in Fig. 9(a) with a broken line. The both 
QUICK results are very close, confirming the computational 
time steps are chosen appropriately. The result of the DNS 
(Huser and Biringen, 1993) is plotted in the figure. The error bar 
denotes the extent of the mean grid size due to the non-uniform 
grid spacing. Kolmogorov length scale in the buffer region near 
the wall is estimated as. 

V 
(i)Ve)' 

6(0.01 i / y S ) ' 
(14) 

The smallest grid spacing of the DNS (B) near the wall is com
patible to the Kolmogorov length scale, and the largest spacing at 
the center of the cross section is almost the same as that of the 
present fine grid (C). It is interesting the mean bulk velocity of 
DNS (B) is nearly the same as the present QUICK result with the 
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Fig. 9 Convergence of characteristic quantities with spatiai grid 
refinement 
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Table 2 Grid Convergence Index (GCI) for the mean bulk velocity 

Scheme 

QUICK 

CENTRAL 

Grid 

A 

B 

C 
A 

B 

C 

Error (%) 

64 

21 

9 
7 

23 

16 

GCI, (%) 

-
15 

5 

-
38 

8 

GCI„(%) 
120 

40 

-
150 

32 

-

uniformly spaced grid (C), implying additional grid points of DNS 
(B) near the wall make little improvement in the accuracy of the 
mean bulk velocity. 

Solid lines in Fig. 9(i) show the comparison between varia
tions of the bandwidth with the mean grid size for QUICK and 
CENTRAL schemes. Reliability of the results is again esti
mated by the QUICK result with the broken line which is 
obtained with the smaller time step of CENTRAL scheme. The 
DNS result is available only for the coarse grid in this case 
(Huser and Biringen, 1993), and it is difficult to specify the 
exact value for the bandwidth. Although there is no evidence of 
the non-monotonic convergence of CENTRAL scheme, the 
comparison of these results suggests that the CENTRAL result 
somewhat decreases to converge to the exact value as the grid 
spacing is further reduced. 

Grid Convergence Index (GCI) has been proposed by Roache 
(1994) to estimate the grid-dependent error of numerical solutions 
with two computational grid systems as. 

GCI, = 

GCI,, = 

3 

r" - I 

3r'' 

r" - 1 4>i 
(15) 

where the subscript I and II denotes the fine and the coarse grid, 
respectively, r = hjhi is the grid refinement ratio, p the order of 
the discretization scheme, and (/> denotes an arbitrary quantity of 
solutions. These indices are derived on the Richardson extrapola
tion assuming the monotonic convergence of the numerical 
method (Roache, 1994). GCI values are obtained with grids (A) 
and (B), or grids (B) and (C) for the mean bulk velocity in Fig. 
9(a). The results are compared with the actual errors of the 
solutions in Table 2. GCI values monotonically decreases with the 
grid refinement for both QUICK and CENTRAL schemes, prop
erly estimating the actual errors of the solutions except for the 
deceivingly small error of the CENTRAL scheme result on grid 
(A). It is also noted that GCI value for the CENTRAL scheme with 
grid (C) gives the estimation of half the real error, but GCI value 
can be smaller for another computational condition. The difference 
of the quantity 4) in Eq. (15) may become very small if the other 
grid is chosen between grid (A) and (B) resulting in the mean bulk 
velocity very close to that of grid (C) (see Fig. 9(a)). 

Averaging the velocity field in time over the nondimensional 
time period of 100 and in space assuming the rotational symmetry, 
we obtained the mean velocity and the perturbation velocity fields. 
Results for three grid systems and QUICK and CENTRAL 
schemes are shown in Fig. 10. Each figure consists of the mean 
[/i-velocity contours (upper left), the mean transverse velocity 
vectors (lower left), contours of the RMS value of the [/, -velocity 
fluctuation (upper right), and the Reynolds stress (lower right). A 
result of DNS (Huser and Biringen, 1993) is also given in Fig. 11 
for reference. Contours of the f/,-velocity component reproduces 
characteristic concave contour lines in the grids (B) and (C) for 
QUICK, and in the grid (C) for CENTRAL. The secondary flow 
motion appears in all of the lower left results. In relatively coarse 
grids (A) and (B) intensity of the secondary flow vortices for 
CENTRAL scheme is smaller than that for QUICK. Locations of 
the center of vortices are almost the same between the grid (B) for 
QUICK and the grid (C) for CENTRAL, but the vortex shifts 

Grid (A) Grid (B) Grid (C) 

—• 0.02 -̂ 2 

Fig. 10(a) QUICK 

Grid(B) 

— 0.02 ^2 

Fig. 10(b) CENTRAL 

Grid (C) 

Fig. 10 Comparison of tlie flow structure between grid systems and discretization schemes. Upper left: mean L/rvelocity 
contours, U^jUci\o\Net left: mean transverse velocity vectors, (Uj, Uz)IUc; upper right: contours of I=1MS value of Ui-veiocity 
fluctuation, (U'y^y^lUc; lower right: contours of the Reynolds stress, U\uyul 
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Fig. 11 Flow structure of DNS result (Huser and BIringen, 1993). Upper 
left and lower left: DNS (A), upper right and lower riglit: DNS (B), also see 
key in Fig. 10. 

toward the comer in the grid (C) for QUICK, showing a good 
agreement with the DNS result in Fig. 11. Distributions of the 
RMS value of the (71-velocity fluctuation and the Reynolds stress 
in grid (C) for QUICK agrees well with the DNS result, and the 
other results even in coarse grid systems also have qualitatively the 
same structure. 

4 Conclusions 
This paper has dealt with the characterization of the discretiza

tion schemes for the convective terms from the viewpoint of the 
monotonic convergence of the solutions with the grid refinement. 
Two typical discretization schemes of the second-order central 
difference scheme and the third-order Leonard's QUICK scheme 
were considered. A fully developed turbulent flow through a 
square duct was calculated via a SIMPLER based finite volume 
method without a turbulence model. Convergence of the numerical 
solution with the grid refinement was investigated for the mean 
flow and the perturbation properties. Comparison between the 
behaviors of the discretization schemes has revealed that the 
QUICK scheme results in the preferable monotonic convergence, 
while the second-order central difference scheme undergoes the 
non-monotonic convergence. The latter may mislead the determi
nation of the convergence with the grid refinement or may cause 
trouble in applying the Richardson extrapolation procedure to 
estimate the numerical uncertainty. 
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The Effects of Secondary Flow 
and Passive Injection on the 
Motion of Solid Particles 
Entrained in Flow Through a 
Curved Converging Channel 
The three-dimensional effects of secondary flow, passive injection, and particle size on the 
motion of solid particles entrained in a laminar, incompressible flow through a curved, 
converging, rectangular passage were numerically investigated. Emphasis was placed on 
observing the physical mechanisms that cause particles 5 pm and smaller in diameter to 
deposit on passage surfaces and to concentrate near the endwalls and mid-span at the 
passage exit. Particle trajectories were calculated for 5, 30, and 300 pjn diameter solid 
particles. It was observed that the paths of 5 pm particles were similar to the streamlines 
of the three-dimensional flow in the channel until the particles encountered the boundary 
layers on the blade surfaces and endwalls, where they would graze the surfaces (con
tributing to particle deposition) and concentrate at the exit of the channel. Particles of 30 
pm diameter, however, were only slightly affected by secondary flows, but were affected 
enough to be made to concentrate at the exit near the endwall and mid-span surfaces. 
Particles of 300 pm diameter were not affected by secondary flows at all. The particle 
trajectories showed that the passage secondary flow convected particles across endwalls 
toward the pressure and suction surface boundary layers of the blades. It was observed 
that small particles were made to decelerate and/or concentrate in the boundary layers 
near the passage exit. It was found that this concentration of particles along the suction 
surface and endwalls could be significantly reduced by means of passive injection. 
(Passive injection is a method of inducing the flow of jets in the curved portion of an airfoil 
shaped surface due to the pressure difference on opposing sides. This is accomplished 
by means of holes or slots that have been drilled through the surface at strategic 
locations.) 

Introduction 

Due to an increased interest from the U.S. government and 
industries for the use of coal as an alternative energy source, the 
study of erosion in coal-fired gas turbines has been an area of 
important research. Dirty fuels such as coal, containing large 
amounts of mineral particles, cause erosion of expensive turbine 
blades. However, with new technological advancements in meth
ods for fluidized bed combustion, gasification and particle separa
tion, coal now offers great promise in meeting the requirements of 
a gas turbine power plant. But even though the power gas can be 
sent through these cleaning devices, particles with mean diameters 
of 10 pm or less may still remain in the gas flow and cause an 
unacceptable reduction of the life of turbine blades through ero
sion. Also, blade erosion on another scale has been a significant 
problem in the aircraft industry and in military applications where 
operations take place in extremely dusty environments, such as the 
desert. For example, in the operation of a gas turbine engine in a 
dusty environment, dust clouds can be generated which contain 
particles as large as 200 pm in diameter. It has been shown that the 
damage to a 1000 hp engine, typical for helicopters, can limit the 
blade life to only 10 hours. This damage is caused by the erosion 
of the compressor blading through the pitting and cutting back of 
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leading edges and the thinning of trailing edges. Air filtration and 
coatings can be used; however, they reduce the payload capacity 
and performance of the engine. Also, it was found that blade 
coatings cannot be applied in a thickness adequate for developing 
full effectiveness (Grant, 1973). 

In the past, in order to study this small-particle erosion phenom
enon, it was shown by using patched flow models (Ulke and 
Rouleau, 1976) that particles with mean diameters of 10 pm or less 
are likely to concentrate in the boundary layers of the blade 
passages due to the action of secondary flows that convect them 
towards the endwalls and blade surfaces. Thus, the passage wake 
would contain a high concentration of particles that could cause 
localized erosion damage in a following blade cascade. On the 
other hand, large particles are not affected by secondary flows, so 
that erosion is somewhat uniform over the leading and trailing 
edges of the blades. 

Also, passage vortices, which are always generated when a 
viscous fluid flows through a curved passage bounded by endwalls, 
have been implicated as the mechanism that magnifies the erosive 
tendency of small particles. Therefore, passive injection was pro
posed by Tal et al. (1982) as a means of reducing the strength of 
the passage vortices, thereby mitigating erosion. This method 
utilizes the pressure difference that exists between the two sides of 
a curved blade to produce jets of fluid by means of holes or slots 
that have been drilled through the blade, near the endwalls, at 
strategic locations. Tal, Lee and Rouleau conjectured that these 
fluid jets would reduce the strength of the passage vortices. How
ever, it was found in the present research that the injection jets 
have only slight effects on the reduction of secondary flow, but that 
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the great potential effects come from the redirection of particles 
near the suction surface and endwall boundary layer, so that the 
particles will not concentrate at the passage exit and deposit on the 
corresponding surfaces. 

An analytical or numerical approach to the problem of erosion 
reduction (especially by particles less than 10 jam) must stem from 
an accurate three-dimensional flow model based on the Navier-
Stokes equations for fluid flowing in the blade passage, because the 
no-slip condition on endwalls and blade surfaces, which creates 
boundary layers, is fundamental to the formation of passage vor
tices. Particle trajectories can then be determined in order to 
quantify the effect of passive injection and to estimate the erosion 
rate from particle impact dynamics based on experimental corre
lations, e.g.. Grant (1973). 

Past analysis of erosion in blade passages has been very approx
imate because the complexity and computational requirements of 
modeling viscous flow in an actual blade passage could not be 
handled satisfactorily. For example, Ulke and Rouleau (1976) 
superimposed boundary layers and secondary flows onto through-
flow models based on potential flow. These "patched" flow models 
are inaccurate for very small particles (less than 10 /xm) that 
follow streamlines more closely than larger particles, since the 
paths of larger particles are affected more by inertia than are the 
smaller particles. Hamed and Kuhn (1993) investigated the trajec
tories of 150 ^m diameter sand particles using a laser Doppler 
anemometer, and formulated statistical correlations for particle 
restitution ratios to be used in particle tracking programs. Grant 
(1973) also formulated correlations for material removal and res
titution ratios, but made no calculations for particles less than 20 
jam. Wenglarz (1987) has studied experimental models for testing 
turbine blade passages in coal-fired turbines in the interest of 
studying particle erosion and deposition due to particles greater 
than 2 ixm. Also, El-Sayed (1986), using experimental velocity 
data for the flow through a converging blade passage, has esti
mated the erosion due to 1-5 /xm particles. 

With the availability of a modern supercomputer, CRAY YMP-
C90, and a three-dimensional Navier-Stokes code, FDNS3D, this 
present research concentrated on accurately modeling flow through 
a curved, rectangular, converging, thin-blade passage, with the 
passage modeled using a mean camber-line profile. In order to 
model the pressure difference across the blades, which is necessary 
for passive injection, the boundary conditions were modeled as if 
the passage was situated in a blade cascade. The models and 
numerical solutions were then validated and compared with ex
perimental data. The feasibility of passive injection was studied by 
modifying FDNS3D to create the injection jets as an active bound
ary condition. The injection geometries were then modified 
through an external input file, which facilitated optimization with 
respect to the reduction of secondary flow. 

With the above models, the major goals of this research were to 
first obtain numerical simulations of the three-dimensional flow 
through this simple flow passage and to calculate particle trajec
tories with and without passive injection being applied. Then, 
passive injection was to be optimized as much as possible, with 
respect to the reduction of the motion of particles towards the 
blade surfaces and endwalls, by observing the resulting particle 
paths over a selected range of injection geometries. (It should be 
noted that the authors could not find any earlier analysis where any 
type of particle motion or erosion calculations were made with 
consideration of secondary flow or passive injection.) The effects 
of secondary flow, passive injection and particle size on the paths 
of 5, 30, and 300 /xm diameter solid particles were to be analyzed 
with special attention given regarding the resulting location of 
particles at the exit of the passage, where a concentration of 
particles near the inner endwall in a plane perpendicular to the 
blade surface would (in actual turboexpanders) cause excessive 
localized erosion to a following rotating blade cascade. Calcula
tions for material removal, based on the results from particle 
trajectories and semi-empirical correlations, were to be made along 
with observations with respect to the possible deposition of 5 jam 

particles on the passage surfaces due to the effects of secondary 
flows. 

Governing Equations 

Flowfleld Solution and Particle Trajectories. The solution 
of the steady-state, laminar, incompressible, three-dimensional 
flowfleld was obtained using FDNS3D, which solved the finite 
difference form of the conservation of momentum and mass equa
tions with constant properties; 

pg-Vp + /Li,V̂ V = 0 

V-V = 0 

(1) 

(2) 

where p is the fluid density, V is the fluid velocity vector, jn is the 
fluid dynamic viscosity, g is the gravity vector and p is the fluid 
pressure. 

A particle tracking program was written, based on an analytical 
solution (fourth-order power series) to the equations of motion for 
a solid particle in a rotating and nonrotating frame of reference. 
The program was vaUdated first by substituting the solutions back 
into the equations of motion, and then by checking the initial and 
final angle of impacts on all passage surfaces for several test grids 
(passages). Trajectories for 5 /am diameter solid particles were also 
compared with streamlines calculated using "TECPLOT V," since 
these very small particles closely follow streamlines (until an 
impact on a passage wall occurs). 

The motion of a solid particle suspended in a fluid is determined 
by Newton's second law of motion: 

F D = nipX (3) 

where Fj, is the external force vector acting on a particle (drag 
force), ntp is the mass of the particle and X is the resulting 
acceleration vector of the particle. 

In the formulation of the equations of motion, certain assump
tions have to be made in order to reduce the numerous complex
ities. It was assumed that solid spherical sand particles are sus
pended in air which has a much lower density. Magnus, buoyant, 
gravitational forces and forces due to pressure gradients were 
assumed to be small with respect to drag forces. Also neglected 
were the apparent mass and wall effects. The apparent mass effect 
is important only if the density of the fluid is comparable to that of 
the particle and accounts for the additional force required to 
accelerate a portion of the fluid surrounding the particle. The 
"Basset force," which takes into account the effect of the deviation 
in the flow pattern from steady state, was also neglected. This is an 
instantaneous flow resistance that becomes substantial when par
ticles are accelerated at high rates (Putnam, 1957 and Soo, 1967). 

Drag Coefflcients. Drag on a solid particle is caused by 
surface friction and pressure forces that result from flow separa
tion. Drag can't, in general, be accurately modeled by an analytical 
equation (except for Re^ < 1) mainly due to unknown flow 
separation. It is therefore necessary to calculate the drag force 
based on empirical equations. The accuracy of these equations in 
a particular flow is dependent on that flowfleld and how much it 
differs from the flow used to formulate the empirical correlations 
(turbulence, unsteadiness, etc.). 

In a recent paper by Kladas and Georgiou (1993), the relative 
accuracies of 19 Drag — Re^ relationships were investigated. 
Particles were subjected to two types of flowfields: swirling flow 
and crossflow over a cylinder. The results of these experiments 
were compared and the relative accuracy of each equation was 
assessed. From this work, four sets of equations valid over differ
ent ranges of particle Reynolds numbers, were obtained and used 
in a particle tracking program. The equations that were chosen fit 
the form: C^ = A + B Re™, where Cj, is the drag coefficient. Re,, 
is the Reynolds number based on particle diameter, and A, B, and 
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surface 

Mid-span surface 

Fig. 1 Passive injection applied to biade passage near endwalls 

m are selected from a table based on the value of Re, (see Kladas, 
1993 and Ventresca, 1994). 

Numerical Scheme and Boundary Conditions 

Flowfleld Solution. FDNS3D solves the three-dimensional 
finite difference form of the Navier-Stokes equations using prim
itive variables in a general coordinate mesh system. It can solve 
reacting and non-reacting, compressible, incompressible, laminar 
or turbulent flows based on a pressure based predictor/ 
multicorrector solution algorithm. Adaptive second-order central 
differencing schemes and fourth-order dissipation terms are used 
to model convective terms. Second-order central differencing 
schemes are used for the viscous and source terms and a first-order 
upwind scheme is employed for all scalar transport equations. The 
pressure based predictor/multicorrector solution procedure is used 
to ensure velocity-pressure coupling and divergence-free flowfield 
solutions at the end of each time marching step. For the pressure 
based multi-corrector algorithm, the pressure correction equation 
used in the code was derived from approximate, discretized mo
mentum and continuity equations. The velocity and density fields 
are perturbed and expanded in the continuity equation. By neglect
ing higher order terms and utilizing the velocity correction relation, 
a predictor-corrector equation for compressible/incompressible flows 
is obtained. 

Passive Injection. Since the source of the actual flow through 
holes in the blade is the boundary layer on the pressure surface of 
the blade, an approximate flow analysis must be made on the basis 
of the energy equation. With no heat transfer or shaft work, and by 
neglecting changes in thermal and potential energy, the following 
expression is obtained for a control surface surrounding the fluid in 
the boundary layer that enters an injection hole: 

Pg 2g pg 2g 
(4) 

where Pp is the pressure on the pressure surface, p, is the pressure 
on the suction surface and p is the density of the gas. It is then 
assumed that the viscous work term, /i„, and the entrance velocity, 
y,, are negligible. Constraining the jets to flow normal to the blade 
surface (by accounting for the shape of the blade), leads directly to 
the final expressions for the components of the injection Jets, V2, 
at the node on the blade suction surface. The pressure difference is 
simulated using an offset in the pressure surface nodes which are 
calculated from the geometry of the passage. Here the pressures 
are taken at the very next nodes normal to the surface, above the 
"holes," as an approximation, since the actual nodal points repre
senting the inlet surface of the control volume are unknown. This 
approximation has been validated with the experimental data for 
injection velocities given by Madden (1984) (Fig. 1). The passive 
injection "holes" were implemented in various subroutines of 
FDNS3D that initialize the injection velocity expressions, based on 

Fig. 2 The 3D computationai grid showing iniet, suction and mid-span 
surfaces 

the injection data file and blade shape data obtained from the grid 
file. The expressions were then evaluated using the solution for the 
pressure difference across the blades using the main flowfield 
solution. 

Particle Trajectories. "Ptrack," a particle tracking program, 
was written by the authors on the basis of an analytical solution 
(series solutions and a direct analytical solution for the axial 
position) to the nonlinear three-dimensional equations of motion 
for a solid particle in a non-rotating and rotating frame of refer
ence. The program was used to trace multiple solid particles 
through the three-dimensional, rectangular, converging blade pas
sage. "Ptrack" accepts data for the initial particle location, velocity 
and density, along with the angular velocity of the blade passage 
about an axis located at a specified radial distance. The user also 
selects the density and dynamic viscosity of the fluid entraining the 
eroding particles. 

The program proceeds by 1) searching for the particle's cell 
location 2) searching the flowfield to calculate the gas velocity at 
that point (based on the weighted average of surrounding nodal 
velocities) 3) calculating the Reynolds number based on particle 
diameter and relative velocity 4) calculating the drag coefficient 
using one of four empirical equations 5) calculating a time step 
that will keep the maximum distance traveled no more than 25% of 
the cell's smallest dimension 6) determining if the particle's new 
position implies that an impact with a boundary has occurred and 
7) determining the new particle position and velocity vector based 
on either rebound equations or the series solution of the equations 
of motion. The algorithm proceeds until all particles have exited 
the blade passage or have obtained a zero velocity. 

Computational Mesli. A three-dimensional, nonorthogonal, 
structured grid was used to model the blade passage in the analysis 
and was obtained from the model of a converging blade passage 
used in experiments by Lasser (1982) and Madden (1984) (Fig. 2). 
In order to make direct comparisons with their experimental results 
for the through-flow and secondary velocity components, the com
putational grid was constrained to contain nodes on the same cross 
sections' used by Lasser and Madden. The clustering of nodes in 
shear layers (needed to insure that steep velocity gradients are 
resolved) and insuring that nodal placements adjacent to the 
boundaries were orthogonal (needed to help correctly implement 
boundary conditions), served as additional constraints. 

The final grid nodal spacing (i^^^ = 61,j,nax = 27, /ĉ ax = 23) 
and nodal clustering was arrived at by an iterative process. Com
putational meshes were constructed using a two boundary transfi-
nite interpolation code GRID3D/2D. The passage was split into 
two zones, separate grids were constructed and then patched to
gether. This extra work was necessary in order to obtain a grid 
satisfying the above constraints since nodal clustering around the 
bend tended to create skewed cross sections.^ The Jacobians of the 
entire grid's metric coefficients, along with the resulting smooth-

This geometry was obtained by Lasser, modeled after a commercial 
turboexpander. 

^ Note that the grid was generally nonorthogonal, and that its cross-sections 
were constrained to be nearly planar, in order to compare with experimental data. 
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ness of nodal distributions, were checked throughout the iteration 
process in order to help insure that geometrically induced errors 
were minimized. Grid independence was demonstrated by com
paring solutions of four successive grids and showing that the 
difference from the chosen grid did not vary by more than an 
estimated 1.1% from a grid with dimension 73% larger. 

Boundary Conditions. At the inlet of the blade passage, the 
velocity profile was specified. In order to make comparisons with 
experimental data, a best-fit was made of Lasser's velocity data at 
the inlet (Lasser, 1982), only taking into account the endwall 
boundary layer (the presence of an inlet endwall endwall boundary 
layer is important to model since it directly affects the passage 
secondary flow).' Also at the inlet, pressure was extrapolated 
upstream. For all solid surfaces, the no-slip condition was specified 
in the momentum equations. The flowfield was assumed to be a 
mirror image about the midspan surface, so that a symmetry 
boundary condition could be used. Here, zero normal gradients for 
all scalar quantities were satisfied using a second order backward 
differencing scheme. Velocity vectors were insured to have zero 
mass flux and flux gradients across the plane of symmetry. Pres
sure conditions along the walls were extrapolated using zero 
normal gradients. At the exit plane, global mass conservation was 
used to supply FDNS3D with velocities to be used in the corrector 
equations. Finally, passive injection was applied in the manner 
stated in the above section. 

PRESSURE 

• still 

SUCTION 

Unit Vector: 3.33 m/s 

Fig. 3 Velocity vectors and contours at a cross-section at tiie exit of 
passage showing passage vortex (units are m/s) 

Computational Analysis 
In order to assess the feasibility of passive injection and to 

observe the effects of secondary flow and passive injection on the 
motion of particles entrained in a flow through a converging blade 
passage, several laminar flowfleld solutions were obtained using a 
Cray-YMP 2/216 and a Cray-YMF C90. Data from the flowfield 
solutions was used in order to estimate the reduction in secondary 
flow and erosion as a result of the application of passive injection. 
Next, numerical results were compared with experimental data 
obtained by Lasser (1982) and Madden (1984). The magnitudes of 
primary and secondary velocity components were compared 
throughout the passage. A series of flows at a higher Reynolds 
number were calculated in order to observe the effects of a sub
stantial injection flow rate. Passive injection was implemented for 
each of the flows using several geometric configurations in order to 
compare the reduction in secondary flows and the differences in 
particle trajectories. Velocity and pressure data in the bend were 
used to facilitate the optimization of this process. 

It was decided to place injection holes in the form of slot-jets on 
the blades near the leading edge and through the bend (blade-to-
blade pressure gradient is the highest there), creating the highest 
injection velocities in the main region responsible for creating the 
passage vortex. This location was chosen by analyzing earlier 
solutions for pressure distributions and velocity vector projections 
at several cross-sections throughout the passage. Final optimiza
tion was obtained by varying the width of the slot-jet. The resulting 
particle trajectories, with and without the application of passive 
injection, were then computed. 

Particle trajectories were calculated from specified initial posi
tions at the passage inlet. In each case, 16 particles were evenly 
spaced over the inlet. Spherical particles of 5, 30 and 300 p,m 
diameters were assumed with a density of 1550 kg/m' (SiOj) and 
an initial velocity equal to the average inlet velocity of the gas 
flow. Thus, it would be possible to observe the effects of secondary 
flow on particle size and to estimate erosion patterns and material 
removal. A conservative time step size was used (5 X 10^' s) for 
accuracy, since a Cray-YMP C90 was available. Solutions were 
obtained in a few CPU minutes (calculating 16 particles at a time). 
The number of impacts for each particle along with its position and 
velocity were recorded at the end of each run, and then separate 

' There was a negligible velocity defect in the blade-to-blade direction. 
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particle paths were downloaded onto an 80486-DX microcomputer 
using "PCSlip." The passage grid file was combined with particle 
paths to create particle trajectory plots using "TECPLOT." 

By comparing data from particle trajectories with and without 
passive injection, the feasibility of passive injection was assessed 
with respect to reducing the percentage of concentrated particles at 
the passage exit along the endwall surfaces. After observing par
ticle trajectories and then comparing them with each other for the 
different passive injection geometries, the reduction of erosion 
could be judged. 

Results and Conclusions 
The numerical results were directly compared with experiments 

made by Lasser (1982) and Madden (1984). When results were 
compared with Lasser's experiments, his experimental values of 
primary flow velocity components are at most 5% higher (some 
error exists in modeling the estimated inlet conditions from exper
iments, and it should also be noted that since laminar flow models 
were used for simplicity, there exists some error in comparison, 
since the experimental flows were probably slightly turbulent, 
RCflA = 7,700, although no turbulence measurements were made). 
Predicted secondary flow patterns are similar to the experimental 
results, except that a slightly stronger cross-flow along the end-
wall, in the bend, was calculated by the numerical model. In later 
runs with passive injection applied with evenly spaced holes, the 
percentage difference in primary and secondary velocity compo
nents between Madden's experiments and these numerical results 
is estimated to be approximately 7% over the passage. 

A qualitative analysis was made concerning the possibility of 
using passive injection to reduce localized concentration of parti
cles at the passage exit. Also, a revealing investigation into the 
structure of the fluid flowfield (secondary flow and pressure dis
tribution) resulted in some insights as to the way in which passive 
injection was to be optimized (Fig. 3). Attempts at optimization 
were made using 0.5 mm and 3.0 mm wide slot-jets located in the 
bend portion of the passage, near the endwalls. Other passive 
injection configurations were made using 6 and 8, 0.8 mm holes 
spaced evenly throughout passage, near the endwalls. It was ob
served that passive injection had negligible effects on the velocity 
profiles for the through flow near surfaces throughout the passage. 
Thus it may be assumed that shear losses are not appreciably 
changed by passive injection. 
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Fig. 4 Particle trajectories with no passive Injection (5 iim diameter, 
silicon dioxide, 36 m/s inlet velocity) 

Particle trajectories were calculated for each of the above flows 
in order to observe the effects of passive injection and particle size 
on particle trajectories (particles were injected evenly over the 
inlet of the passage). This helped to optimize the passive injection 
process with respect to the reduction of the motion of particles 
towards boundary layers, and the magnitude of secondary flow. 
The effectiveness and feasibility of passive injection was then 
determined (Figs. 4, 5). 

Effects of Secondary Flow. It was observed that the devel
oping passage vortices convect very small particles (5 /xm diam
eter) towards boundary layers and across the endwalls, where they 
usually decelerate and/or concentrate near the midspan or end-
walls, at the passage exit. This phenomenon has been seen in 
coal-fired turbomachinery, where high concentrations of particles 
near the inner endwall of the stator blade passages are responsible 
for excessive erosion at the roots of the following rotor blades. 

Small particles that enter the blade passage close to an endwall, 
are convected towards the suction blade surface by the passage 
vortices, where they tend to remain in the blade boundary layer, 
increasing the local particle concentration. At the passage mid-
span, small particles (5 jam diameter) just entering the passage, are 

- 0.12 

Fig. 5 Particle trajectories witli passive Injection applied as slot-jet near 
endwalls in curved portion of ciiannei (5 |um diameter, silicon dioxide, 36 
m/s Inlet velocity) 

convected towards the pressure surface by the developing passage 
vortex. Once these small particles entered the boundary layers, 
their residence time increased drastically. 

Effects of Particle Size 
From the results of calculations with particle diameters of 5, 30 

and 300 /xm, it was verified that increases in the size of a particle 
increase the drag force (o: r^); however, it is the increase in the 
spherical particle's mass («: /•') that has a greater effect on the 
trajectories, i.e., larger particles are subjected to much smaller 
accelerations caused by drag forces. 

After viewing the numerical results, it is evident that large 
particles (30 )xm in mean diameter and larger) are not affected by 
the secondary flows, as smaller particles are (Fig. 6). The larger 
particles move in straighter paths and impinge on the surfaces at 
larger angles of attack. Also, larger particles do not become 
trapped or decelerated in the boundary layers as smaller particles 
do, and do not concentrate near the endwalls and blade surfaces. 

Optimization of Passage Injection 

A geometrical optimization of passive injection, with respect to 
the minimization of passage secondary flow and particle concen-
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Fig. 6 Particle trajectories with no passive injection (300 /j.m diameter, 
silicon dioxide, 36 m/s Inlet velocity) 

tration, was attempted. Optimizing passive injection increases the 
injection mass flow rate and usually reduces the secondary flow 
percentage, although never eliminates it. It was observed, by 
implementing injection in the form of slots, that the secondary flow 
could be reduced approximately an average of 20% over the 
passage (for these incompressible, laminar flows). It was also 
found that the injection jets can be used to convect particles away 
from the suction blade surface and to help reduce the concentration 
of particles along the endwalls, which would otherwise lead to 
high localized erosion and possibly particle deposition and flow 

obstruction (depending on the nature of the particles). It was 
estimated that at least a 6% reduction in the concentration of 
particles along the endwall was possible. 

It was observed that placing injection holes after the curved 
portion of the passage had no benefits, because there is no longer 
a strong blade-to-blade pressure gradient that is needed to create 
jets with sufficient flow rate to have any useful effect. It should be 
noted that too much mass flow from the injection jets in particular 
locations may adversely alter secondary flow patterns (adding 
additional vortices) and may increase passage profile losses. The 
results show that it is possible to manipulate particle trajectories, 
so that by carefully placing injection holes throughout the curved 
portion of the passage, particles can be kept away from the blade 
surfaces and boundary layers. 
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Theoretical Modeling of Central 
Air-Jet Pump Performance for 
Pneumatic Transportation of 
Bulk Solids 
A mathematical model to predict the air-solids performance of central air-jet pumps has 
been developed based on the fundamentals of fluid and particle mechanics. The influence 
of throat entry configuration on performance has been incorporated into the analytical 
model by introducing a throat entry function and suction area ratio. Nondimensional 
parameters to represent air-solids jet pump performance has been defined and used in the 
analytical procedure. The performance predictions obtained by this model show good 
agreement with experimental results. 

1 Introduction 

Central air-jet pumps (also called venturi eductors, ejectors, 
syphons, injectors, etc.) as shown in Fig. 1, consist of a nozzle, 
mixing tube (also called throat tube), suction chamber, throat 
entry, and diffuser. These pumps are becoming more popular in 
a wide range of industries for the pneumatic conveying of bulk 
solids, because of their considerable advantages such as reli
ability, no moving parts, low capital cost and convenience for 
maintenance (Fox, 1984, 1992; Keys and Chamber, 1990; 
Pogorelov, 1990; Nazarov et al., 1990). Understanding the 
relationship between motive, suction and discharge flows in an 
air-jet pump is vital to designing and operating a reliable and 
energy-effective air-jet pump conveying system. Hence, this 
topic has attracted considerable investigations both experimen
tally and theoretically over the past two decades, with some of 
the major ones listed below. 

Bohnet (1978, 1982, 1983, 1985) derived a mathematical 
model using continuity and conservation of momentum to cal
culate the variation of static pressure along the jet pump based 
on the solids to air mass flow rate ratio, the velocity of particles 
at constant solids flow rate, the assumption that the particles are 
accelerated in an air jet of constant mean velocity and the 
measurements of solids velocity profile inside the jet pump. 
Experimental data obtained on a jet pump of 33.3 mm in throat 
diameter for a few different products were used to determine 
pressure transformation efficiencies of the diffuser, throat and 
throat entry section (e.g., from suction port to throat inlet). 
Design diagrams were presented by means of some simplifica
tions to this model. Due to the limitation of experimental data 
used to determine those pressure transformation efficiencies 
that contribute to calculating results (the maximum motive 
pressure used in the experiments was about 20 kPag), the 
application of this model is very limited. Also, although he 
noted that the location of the nozzle had a significant influence 
on the performance of jet pump, Bohnet (1978, 1982, 1983, 
1985) did not incorporate this factor into his model. 

Chellappan and Ramaiyan (1986) carried out experimental in
vestigations into the effect of geometrical parameters on the per-

' Currently, Dura Products International, 60 Carrier Drive, M9W 5R1, Toronto, 
Canada. , 
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formance of gas-solid jet pumps. While there were no analytical 
design guides, useful trends in graphical form to illustrate the 
influence of geometrical parameters were reported. The effect of 
design and operating parameters on the performance of gas-solid 
jet pumps also was investigated experimentally by Dawson et al. 
(1989) and Davies et al. (1990). The principal difference between 
these two experimental works is that the first used a fixed geometry 
conveying system and a larger particle (wheat, average particle 
diameter dp = 3814 pxn, particle density = 1328 kgm"') and that 
the latter artificially induced a back pressure in their experiments 
and used a smaller particle (sand, d^- 186 ^m, particle density = 
2631 kgm"'; casein, dp = 315 (xm, particle density = 1255 
kgm"'). 

Fox (1984) presented data collected from the actual perfor
mance of proprietary design venturi eductors of industrial instal
lations with pulverized and coarse coal, plastic pellets and talc. 
These data were condensed into a graph that permitted reasonably 
simple and accurate prediction of airflow rate and pressure require
ments of a given conveying installation. A step-by-step procedure 
in selecting an adequate air-solids jet pump using this graph was 
presented. Several case studies also were given where typical 
problems with existing systems were solved by the introduction of 
an air-solids jet pump (Fox et al., 1992). 

Pittman and Mason (1986) presented some graphical informa
tion on the flow rate of product against the volumetric flow rate of 
air supplied for different bulk materials and pipe lengths, and 
illustrated some of the many different configurations of air-solids 
jet pump. 

Kmiec (1987) continued Bohnet's work and presented velocity 
profiles for mixed particle size and showed that the smaller the 
particle, the faster they were accelerated. However, his main 
conclusion was that the overall efficiency of pressure transforma
tion in the jet pump depended on the expansion of the motive jet 
only and that the higher the inlet gas velocity, the lower the 
efficiency of pressure transformation. 

Westaway (1987) reported comprehensive sets of experimental 
data encompassing a wide range of operating conditions (different 
conveying pipeline diameters and length) with many different 
products. 

Despite the above investigations, the development of a reliable 
theoretical model has been hindered by the complexities of two-
phase (gas-solid) flow. Trial and error and empiricism still are used 
in design practice. In this paper, a mathematical model to predict 
the air-solids performance of central air-jet pumps has been de
veloped based on the fundamentals of fluid mechanics and verified 
by using experimental results. 
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Motive air flow 

Secondary flow 
Msa+Msp 

Fig. 1 General configuration of central air-Jet pump 

2 Performance Representation 
Air-solids jet pump performance can be represented by either 

dimensional or non-dimensional performance plot for a given jet 
pump configuration. The former shows the variation of suction 
solid mass flow rate M^p with pressures difference's — p^, where 
total pressures p^ and p^ are defined as 

P4 = P4+ ' 
P.4"?4 

pendence ofh onx is known for specific jet pump geometry. From 
Eqs. (4) and (5), the conversion relations for a given jet pump 
configuration are: 

P5- PA = hipo - PA) 

M., xM,„ 

(6) 

(7) 

(1) 

where Moa can be calculated using the equations given by Wang 
and Wypych (1995). The performance modeling work presented in 
this paper concentrates on the nondimensional format. 

3 Performance Modeling 

3.1 Properties of Air-Solids Two-Phase Flow. In an air-jet 
pump used for bulk solids conveying, the secondary flow from 
section 4-4 to section 1-1 and the combined flow from section 1-1 
to section 5-5 (refer to Fig. 1) should be considered as air-solids 
two-phase flow. Some properties of the secondary air-solids two-
phase flow pertinent to performance modeling are defined below: 
Volumetric concentration is defined as the ratio of volume occu
pied by particles to total volume. For secondary flow between 
sections 4-4 and 1-1, this parameter can be expressed by 

and 

P 5 = P 5 + 
PmSvl 

(2) 

Nondimensional pump performance is presented using a pres
sure ratio h via mass flow rate ratio x plot for a given air-jet pump 
configuration (represented by area ratio m). These nondimensional 
parameters are defined as: 

AJA,, 

Psa Pp 

Pol Poi 

where q^ = fi./fioi and q„ = QsJQoi 

h = (ps- Pi)/{po - Pi) 

(3) 

(4) 

(5) 

whereto = Pa + PaoVo/^ 
For a jet pump operating under a given operating condition, po 

and Pi axe, given. The dimensional performance plot can be con
verted from nondimensional characteristic parameters if the de-

v,p + K,„ Qp + qa 
(8) 

Volumetric concentration can also be represented by the densities 
of gas, particle and bulk solids. Considering mass conservation of 
the secondary bulk solids flow, 

PbV^b - PpV,p = P4aV,a 

According to Eq. (8), y„, = c„V,i and V.„ 
Therefore, 

Ph- Pa 
Q = 

" Pp- Pa' 

If pJPp *=" 0 and pjpb '^ 0, then 

Cvs " Pb'Pp 

(1 

(9) 

c„)V,,j. 

(10) 

(11) 

Void fraction is defined as the ratio of volume occupied by gas 
to total volume. For secondary air-solids flow, 

e, = 1 (12) 

Nomenclature 

A = cross-sectional area, m 
C — area ratio of suction 
c = concentration 
d = diameter, m 
h = pressure ratio 
k = constant related to friction loss 
L = length, m 
m = area ratio of throat cross-section to 

nozzle outlet 
M = mass flow rate, kg s"̂ ' 
p = static pressure, Pa abs 
p = total pressure. Pa abs 
q = volumetric flow rate ratio 
Q = volumetric flow rate, m' s~' 
S = velocity ratio of gas to particle at 

suction port 
V = velocity, m s"' 
V = volume, m^ 
X = mass flow rate ratio of secondary 

flow to motive flow 

z = dynamic pressure of motive jet flow. 
Pa 

a = throat entry function defined in Eq. 
(30) 

6 = allowed calculation error 
ip = mass flows ratio of solids to air 
p = density, kg m"' 
A = friction factor 
j3 = half conic angle of throat entry, ° 
C = momentum correction coefficient 

due to the variation of motive air-jet 
profile 

6 — half conical angle of diffuser, ° 
a = ratio of diffuser outlet area to inlet 

area 
jU = momentum correction coefficient 

due to nonuniform velocity distribu
tion 

r̂f = coefficient related to friction in 
diffuser 

Subscripts 

0-5 = locations shown in Fig. 1 
a — air 
b = bulk solid 
c = nozzle to throat gap 
d = diffuser 
m = mixture 
n = outlet of nozzle 
o = motive fluid 
p = particles 
s = secondary flow 
t = fliroat 
u = shut-off 
V = volumetric 
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Density of air-solids mixture can be expressed by volumetric 
concentration or void fraction. For secondary air-solids flow, the 
mixture density is expressed by volumetric concentration as: 

or expressed by void fraction as 

P,94 = Pp(l - e j + P4„e, 

(13) 

(14) 

3.2 Determination of Suction Air Mass Flow Rate. As an 
air-jet pump operates to convey bulk solids from an open feeding 
hopper to a pipeline, air may be sucked in with the bulk solids or 
blown out depending on the operating conditions. However, if the 
motive air blows out, the air-jet pump does not work properly and 
the pumping effect deteriorates. Therefore, only the case of suction 
air should be considered in modelUng air-jet pump performance. 

The density of secondary air-solids two-phase flow can also be 
expressed by 

P̂ + 9» 
+ P44 1 

<]p + q., 
(15) 

If there is no slip between the solids and air, p,4 = pj. Comparing 
with Eq. (13), c„ = qpl{q„ + ?,,). That is. 

From Eq. (4), 

q, ( 0 < c , „ , < l ) 

Pp 

(16) 

(17) 

Substituting Eq. (17) into Eq. (16) results in 

qa 

(1 - c j —X 
Pp 

^vs ~^ \*- ^vs) 
P4« 

(18) 

If there is slip between the solids and air at the suction port, then 
by considering the mass conservation of secondary flow and as
suming the ratio of velocities to be constant: 

= P»4(c«W4,, + (1 - cJv^,)A^ (19) 

This equation can be rearranged as 

(1 - c J S 
P'̂ -P'-c^ + d - c j s + p^v^ + d .)S 

(20) 

where S = vjv^^ is the velocity slip ratio. Comparing Eq. (20) 
with Eq. (15) results in 

1 - c„ 
Sq, ( 0 < c „ , < l ) (21) 

Substituting Eq. (17) for g,, in Eq. (21) yields 

?« = 

(1 - c j 5 ~ x 
Pp 

^ vs "I" ( 1 ^vs)^ 
(ha 

Pp 

(22) 

It can be seen by comparing Eqs. (18) and (22) that the suction 
air mass flow rate depends on the volumetric concentration, ve
locity slip ratio and solid mass flow rate for a given motive mass 
flow rate. If there is no or little velocity slip (5 ®» 1), Eq. (22) 
reduces to Eq. (18). 

3.3 Fundamental Equations of Air-Solids Jet Pumps. As
suming that the air jet operates isothermally and under steady-state 
conditions, application of the macroscopic mass and energy bal
ance for the motive air flow through the nozzle leads to 

P\ In 
Po 

(1 + K,)z (23) 

where z - p,„vl,/2. Note that for sonic flow at the nozzle throat, 
p, can be determined by using the corresponding equations given 
by Wang and Wypych (1995). 

Application of the macroscopic mass and energy balance ap
proaches to the secondary air-solid two-phase flow between the 
suction port (section 4-4) and the inlet of the throat entry (section 
1-1), as shown in Fig. 1, results in 

P4 
• = ( l + ^ 4 i ) 

P4 

Psl 

im-ir Pol 
(24) 

where C — (A^ — A„)/A,, is defined as the suction area ratio. 
The suction area ratio C is a ratio of the flow area occupied by 

the secondary flow at section 3-3 to the flow area of secondary 
flow at section 1-1. For the jet pump shown in Fig. 1, based on the 
geometrical relationship, the following expression to determine the 
suction area ratio can be obtained: 

( —7^ tan p + ^ - a„ J cos /3 2a„ + ( —~ tan ^ + ^ - a„ I cos^ 3 

(25) 

where a„ = djd„ is a coefficient to take into consideration the 
thickness of nozzle outlet and d„ is the external diameter of the 
nozzle outlet. 

Using the energy balance approach for the motive and second
ary streams between the throat entry inlet section 1-1 and throat 
inlet section 2-2 shown in Fig. 1, by means of some substitutions 
and calculations, it can be found that 

P.-P. im-^y^^\,.l^qp]C^ (1 +ky U{m - \y + X^yq/~^ + q„]L2 

(1 + x){m - \y 
(26) 
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Input 
{P.,P„d„d„L,.L,.Li,a.P„a 

Calculate m, C 

Fig. 2 Outline of performance prediction model solving procedure 

The application of mass and momentum balances for the motive 
and secondary mixture between the throat inlet and outlet results in 

P i - Pi ^ \ ' P2I ^ Uoi 

z m(m - 1) m 

(\+x)(~r+q/~r+q,]{2iJ., + ki,) 
\Pi Pi ' 

kn = 

(A,+ ^ A , ) ~ ( l + ^ „ ^ ) ( 1 + x ) 

kn = 

k-is = 

(A„ + y^\,)L,ld, 

1 + . ^ - ^ - ^ ^ ° ' 111 + 

•P2 

1 + P,AJPO\I \ qaPJPi + Pi/p: 

l - f ^ - ^ ^ ^ ^ l l l - H 
1 + PplJPol 

^p 

qaP^lPi + P\IP-

(30) 

(31) 

(32) 

where 

6 K + ^K , "^d 1 
8 tan (e) mj + 1 

sin (20) 1 -
m] 

(33) 

which has been based on previous work (Aggarwal et al., 1986) 
but modified for two-phase flow. Hence, fc,2, ki, and k,^ are related 
to air friction A„ and particle friction A,,. Air friction factor is 
available in common reference books, such as (Blenvens, 1984), 
and experimental data on particle friction factor Â  of various 
product flows in pipe are available in the literature (Weber, 1981, 
1982). Although there is some difference between the friction in 
the pipe and that in the jet pump, this kind of difference is 
negligible when the readily available pipe friction factor is applied 
to the very short length of throat tube. 

Coefficient fcoi is introduced to allow for pressure loss due to 
viscous friction, turbulence and boundary variations while motive 
air flows through the nozzle. For a convergent nozzle with straight-
tip, fcoi = 0.06 to 0.11 (Elevens, 1984). Other investigators 
recommend km = 0.03 to 0.05 (Grupping et al, 1988) and fcoi = 
0.1 (Hatzlavramldls, 1991). Coefficient 4̂1 is introduced to ac
count for the pressure loss for secondary flow from the suction port 
(section 4-4) to section 1-1 shown in Fig. 1. This coefficient can be 
determined approximately by treating the flow passage as a com
bining tee (i.e., one stream of fluid flowing straight into the tee and 
the other flowing into the tee at right angles to the straight-flowing 
fluid, and the two combined flowing out of the tee in the direction 
of the straight-flowing fluid). Coefficients Coi, Li, and jxj are 
introduced to account for the effects of a non-uniform velocity 
distribution over the controlling sections. Assuming that the aver
age motive jet velocity is maintained between the nozzle outlet and 
the throat inlet, the momentum modification coefficients due to the 
variation of motive air-jet profile and velocity distribution from 

(27) 

Application of the macroscopic mass and energy balance for the 
air-solids mixture flow between the diffuser inlet and outlet and 
introducing the mass conservation relationship and substituting for 
velocity result in 

> 3 
(28) 

3.4 Determination of Coefficients. Coefficients koi, k,2, 
^41, k23 and k^s are involved in the performance modelling to 
account for the influence of the friction and variation of flow area 
on performance. By introducing ip to represent the mass flow ratio 
of particle to gas in the jet pump. 

,// = 
^ ^ QpPp'Po\ 

1 + qaP^lpi 
(29) 

Considering that the momentum or energy losses due to friction 
expressed in terms of coefficient kn, 1̂3 and ^35, and that ex
pressed by using A„ and A, should be equal results in the following 
expressions: 

I 
2 

I 
i/3 

Fig. 

0.8 

0.6 • 

0.4 

0.2 

0.0 
0 5 10 15 20 25 30 

Throat tube to nozzle area ratio 

3 Variation of shut-off pressure ratio witii area ratio 

o\ 

0 

I I 1 1.1 

0 
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0 ~ ~ ^ 
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Pressure transducer 
Receiving \ 

Suction air in 

Solid in 1.5" pipe 

Pressure transducer DP Orifice plate 

Air exit 

Feedinghopper ^^-g^ ^ 

Motive pressure transducer 

Compressed air 

r 'pipe Pressure Regulator' 
On/off valve 

Pressure transducer—^<J) 

Fig. 4 General layout of test rig 

nozzle outlet to throat inlet become unity, i.e. f,,2 = 1, i.i = 1 • 
With the assumption that the motive and secondary fluids are 
perfectly mixed at the throat tube exit, the momentum modification 
coefficient due to velocity slip between particles and air at throat 
outlet (section 3-3) becomes unity, i.e., fij = 1. 

3.5 Outline of Solution Method. By using the macroscopic 
energy balance approach between the suction port and the inlet of 
throat entry, p , can be expressed by pt, and Eq. (23) may be 
transformed into 

with Eqs. (24) to (28) and expressed using the following general 
form: 

h = f(m, X, C, p„,, pp. Pi, p4„, Po. P4< Ps) (39) 

P4 - (1 + ^4,) ^ j In \j] = (1 + fcoi) - ^ 

By introducing a throat entry function defined as 

(34) 

PA 

Po -pi 
In 

Po\ C\q„pJPi + qi^il + kAi)pJp.,i a = 

^ ^ '" WJ ( m - 1)^(1+^0,) 

Equation (34) can be transformed to 

1 

(35) 

Vol 

/m; 
ajpo- PA)a 

Pol 
(36) 

Combining Eq. (5) with Eq. (36), the pressure ratio can be ex
pressed by the throat entry function as 

h = 
aJPs - PA) 
(1 +ko,)z 

Equation (37) can be rearranged as 

(37) 

h 
(1 + ^01) 

Ps- Pi ^ Pi' Pi ^ Pi-Pi _!_ P\ - P4\ ĝĝ  

The solution to Eq. (38), showing the variation of pressure ratio h 
with mass flow rate ratio x can be obtained by combining Eq. (38) 

It can be seen from Eq. (39) that the characteristics of an air-solids 
jet pump is determined by the geometric parameters m and C, and 
also related to the operating conditions expressed by x, p,„ p,,, p4„, 
p„i, Po, P4 andps. Therefore, to obtain the relationship between h 
and X for a jet pump with fixed geometry and operating under a 
given motive pressure, the performance prediction model ex
pressed by Eqs. (22) to (35) and (38) must be solved simulta
neously. This equation set is nonlinear transcendental and can be 
solved iteratively for specific motive and suction pressures. The 
calculation procedure is outlined in Fig. 2. 

4 Shut-Off Pressure Ratio 

Shut-off pressure ratio is referred as the pressure ratio at which 
secondary flow ceases. In this case, the motive air jet is impinging 
on a moving column of fluid in the throat tube, and there is ideally 
no other fluid entering or leaving the moving fluid column. Hence, 
this situation is basically single-phase flow with sudden expansion 
and Pi = pi = P2. Applying the momentum approach and 
neglecting frictional losses between section 1-1 and section 2-2, it 
can be obtained that 

h„ = 
2a 

m(l -I- ^oi) 
1 -

\ + k-ii + \aL,/dt 

2m 
(40) 

The value of area ratio corresponding to the maximum shut-off 
pressure ratio can be determined by: 

dm 
0 

Combining Eqs. (40) and (41) leads to 

m„= 1 + kji + XaL,ld, 

(41) 

(42) 
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Table 1 Properties of products tested 

Name 
Bulk density 

(kg m-') 
Particle density 

(kg m~') 
Particle diameter 

(mm) 

Wheat 
Sorghum 
Plastic pellets 

793 
772 
530 

1424 
1370 
893 

3.6 
3.8 
3.7 

The graphical expression of Eq. (40) for 3̂5 = 0.1, A„ = 0.025 
and L,ld, = 5.6 is shown in Fig. 3. It can be seen from this figure 
that the maximum shut-off pressure ratio can be reached if the area 
ratio is around 2. It should be noted from Eq. (42) that the area 
ratio corresponding to the maximum shut-off pressure ratio is 
related to friction losses that depend on the geometry of jet pump. 
It can also be seen clearly from Fig. 3 that shut-off pressure ratio 
decreases quite rapidly as the area ratio increases up to approxi
mately 25 and that a further increase in area ratio will have little 
influence on the shut-off ratio. Therefore, an effective area ratio 
should be selected in the range of 2 and 25. Experimental data also 
have been plotted in this figure for comparison with the predictions 
by using Eq. (40). It can be seen clearly that the trend of shut-off 
pressure ratio varying with area ratio is well modeled by Eq. (40). 
The over-evaluation of the shut-off pressure ratio might arise from 
an under-evaluation of the pressure loss across the jet pump. 

5 Experimental Investigations 
In order to demonstrate the performance prediction model, a test 

rig depicted in Fig. 4 was designed and fabricated to monitor the 
performance of an air-jet pump with different geometry and sub
jected to different motive pressure, back pressure and nozzle 
geometry. Detailed description of the test rig, testing procedure, 
instrumentation and data acquisition can be found elsewhere 
(Wang and Wypych, 1995). Properties of the materials used for the 
test program are given in Table 1. The general configuration of the 
air-jet pump tested is shown in Fig. 1. This jet pump was designed 
to provide easy changing of the nozzle configuration and/or nozzle 
geometry. Table 2 provides the detailed dimensions of five jet 
pump geometries tested. 

6 Comparison Between Theory and Experimental 
Results 

For a given m and C, the solution to the performance prediction 
model of an air-solids jet pump can be obtained. This solution 
provides dimensionless air-solids jet pump characteristics and can 
be illustrated by a graph of h versus x for different m. A compar
ison between predicted and experimental results is made to dem
onstrate the vaUdity of the performance prediction model devel
oped in Section 3 for different jet pump geometries (represented by 
area ratio), operating conditions (represented by motive and deliv
ery pressures) and bulk solids (i.e., plastic pellets, wheat, 
sorghum—see Table 1). 

Figures 5 to 10 provide the comparisons between theoretical 
predictions (using the theoretical model developed in Section 3) 
and experimental results for different area ratios. It can be seen 
from these figures that the nondimensional characteristic curve 

•I 
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Fig. 5 Comparison between predicted and experimental results for 
plastic pellets 
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Fig. 6 Comparison between predicted and experimental results for 
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Table 2 Dimensions of air-jet pumps 

Area ratio 

2.86 
3.96 
8.14 

16.67 
23.84 

Diameter of nozzle 
outlet (mm) 

14.01 
11.95 
8.30 
5.80 
4.85 

Diameter of 
mixing tube 

(mm) 

23.68 
23.68 
23.68 
23.68 
23.68 

Nozzle-throat 
gap (mm) 

30, 50, 70, 87 
30, 50, 70, 87 
30, 50, 70, 87 
30, 50, 70, 87 
30, 50, 70, 87 

Mass flow rate of ratio 

Fig. 7 Comparison between predicted and experimental results for 
wheat 

becomes flatter as m increases. This suggests that the larger area 
ratio jet pump suits the application condition of lower back pres
sure and larger mass flow rate of product, and vice versa. 

Comparisons between theoretical calculations of nondimen-
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Fig. 8 Comparison between predicted and experimental results for 
plastic pellets 
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Fig. 11 Comparison between predicted dimensional performance and 
Dawson et al. experimental data {d, = 76 mm, d„ = 21 mm, L,ld, = 3, 
Sand: pi, = 1350 kg/m^, pp = 2631 kg/m^ po = 168 kPa) 
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sional pump performance for the jet pump with area ratios of 2.86, 
8.14, and 23.84 and experimental results for different motive 
pressures are included in Fig. 8. It can be seen that for a given area 
ratio, the performance line corresponding to the higher motive 
pressure is always underneath that for the lower motive pressure. 

Note three kinds of material have been used to demonstrate the 
performance prediction model. Experimental data on sand reported 
by Dawson et al. also have been used to verify the performance 
prediction model, refer to Fig. 11. 

It can be seen from all the comparisons shown in Figs. 5 to 11 
that the predicted results are in good agreement with the experi
mental data, except for the case for m = 2.86 in Fig. 9. The scatter 
shown here may be due to material deposition, because the motive 
pressure may have been too low to ensure proper dilute-phase 
flow. Small dures/slugs of material actually were observed during 
these experiments. 

Mass flow rate ratio 

Fig. 9 Comparison between predicted and experimental results for 
sorghum 
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Fig. 10 Comparison between predicted and experimental results for 
sorghum 

7 Conclusions 

By employing the fundamental principles of fluid dynamics and 
particle mechanics, a mathematical model is developed to predict 
air-solids jet pump performance. 

This model predicts well the performance characteristics of five 
different jet pump geometries subjected to four different products 
and a wide range of operating conditions. The experimental results 
also demonstrate the importance of jet pump geometry (e.g., area 
ratio) and operating conditions (e.g., motive and delivery pressure) 
on pump performance. 
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Jets in a Crossflow: Effects of 
Geometry and Blowing Ratio 
The flow field characteristics of three different geometries of square jets in a crossflow at 
various blowing ratios are examined. The geometries considered are: perpendicular, 
streamwise-inclined, and spanwise-inclined jets. The inclined jets are at a 30 deg angle 
to the wind tunnel floor. Mean velocity and turbulence measurements along with film 
cooling effectiveness and scalar transport data were obtained. Jet-to-crossfiow blowing 
ratios of 1.5, 1.0 and 0.5 are used with a density ratio of 1. It is shown that the flow field 
at the jet exit is strongly influenced by the crossflow as well as by the inlet conditions at 
the entrance to the jet orifice. The strong streamline curvature which is present in the 
perpendicular and spanwise injection cases appears to result in the greatest turbulence 
anisotropy. The film cooling effectiveness is best at the lowest blowing ratios as the jet is 
defiected strongly towards thefioor of the wind tunnel, although the improvement is more 
significant for the streamwise injection case. 

Introduction 

Jets in a crossflow are found in many applications ranging from 
smokestack pollution dispersion to V/STOL aircraft control to film 
cooling in gas turbine engines. Although similar characteristics can 
be found in all these flow fields, the details can be quite different 
depending primarily on the jet-to-crossflow momentum ratio (/) 
(Holdeman and Walker, 1977). For film cooling applications, the 
momentum ratio is typically fairly low, around 1.0 or lower, 
reflecting a trade-off between the heat transfer and the aerodynam
ics of the turbine blade, as well as considerations of power output. 

Early studies on jets in a crossflow as applied to the film cooling 
process focussed primarily on measuring the adiabatic film cooling 
effectiveness (T)) along the surface downstream of the slot or jets. 
Measurements of the flow field were not common, as seen in the 
review paper by Goldstein (1971). 

Andreopoulos and Rodi (1984) made one of the first detailed 
flow field studies using a three-sensor hot-wire probe. They inves
tigated the flow produced by a single round jet perpendicular to the 
crossflow at low velocity ratios of/? = 0.5, 1.0, 2.0. Many of the 
features found in the single jet case are also present in a row of jets. 
At low R the momentum of the injected fluid is insufficient to 
penetrate beyond the boundary layer into the mainstream flow and 
remains close to the wall. As the velocity ratio is increased the jet 
eventually penetrates beyond the boundary layer and is deflected in 
the direction of the crossflow. In addition, two counter-rotating 
vortices form inside the jet. 

The jet spacing-to-diameter ratio, sID, is an important param
eter in the study of a row of jets in a crossflow. For square jets, the 
limiting case of sID = 1 corresponds to a two-dimensional slot 
which has the greatest penetration into the crossflow. As sID 
increases to between 3 and 5, the jet penetration is reduced as the 
free-stream fluid is entrained in the jet, enhancing deflection. As 
the spacing is increased further the jet penetration increases again 
due to the presence of the free-stream fluid flowing between 
adjacent jets which tends to increase the pressure on the down
stream side of the jets (Sterland and Hollingsworth, 1975). Ligrani 
et al. (1994a) found a similar trend in the adiabatic film cooling 
effectiveness from a single row of holes with a compound (stream-
wise and spanwise) angle orientation. For sID = 6, the spanwise-
averaged effectiveness is 20 to 39 percent higher than when a 
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spacing of sID = 7.8 is used, suggesting greater jet penetration 
into the crossflow as sID increases. 

The use of round holes in jet in crossflow studies is far more 
common than square or rectangular jets. Detailed studies of a 
turbulent free square jet were undertaken by Quinn and Militzer 
(1988) and Quinn (1992). Comparisons were made with data for a 
circular jet with the same upstream conditions and exit area. These 
studies showed that a square jet spreads faster than a circular jet in 
the near flow field. If the spreading of a turbulent free jet is viewed 
as the result of entrainment of the ambient fluid, then a square jet 
entrains fluid faster than an equivalent circular jet in the near field. 
By 20 "equivalent jet diameters" downstream (defined as the 
diameter of a circular jet with the same exit plane area as the 
square jet), the jet is fully axisymmetric. Recent work by Haven 
and Kurosaka (1997) indicates that square jets do not penetrate as 
far into the crossflow as do round jets. However, implications of 
improved film cooling for square jets are not clear due to the 
increased mixing with the crossflow. 

Studies on inclined jets where the flow field has been measured 
are less common than for perpendicular jets, although this trend 
has been changing over recent years. Papers on streamwise-
inclined jets (Kadotani and Goldstein, 1979; Lee et al., 1994; 
Pietrzyk et al., 1989; Kohli and Bogard, 1995) are discussed in 
more detail in a previous paper (Findlay et al., 1996). Of particular 
interest is the study by Pietrzyk et al. (1989) which used a short 
entry length {LID = 3.5) in order to more closely simulate the 
conditions typical in film cooling applications. Their data sug
gested the presence of a separation bubble from the sharp entrance 
to the jet orifice; a conclusion which was supported by later 
computational studies (Leylek and Zerkle, 1994; Findlay et al., 
1996). 

Honami et al. (1994) investigated the thermal and velocity fields 
for 30° spanwise-inclined jets with sID = 5 and velocity ratios of 
R = 0.5, 0.85, 1.2. Surface temperature data was obtained using 
an encapsulated thermotropic liquid crystal. The authors found that 
the jet flow was asymmetric with a large vortex on one side. The 
asymmetry was increased with the velocity ratio which resulted in 
low film cooling effectiveness. Recent work by Berger and 
Liburdy (1998) investigates the influence of hole geometry and 
compound-angle injection for a row of 35 deg inclined jets. The 
lateral and vertical mean velocity components were measured 
using a PIV system and jet penetration and spreading was inferred 
from the distribution of seed particles in the flow. The study shows 
the degradation of the counter-rotating vortex pair structure into a 
single vortex as the compound angle is increased from streamwise 
to spanwise injection. 
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Ligrani et al. (1992, 1994a, 1994b), Ligrani and Ramsey (1995) 
have investigated the effects of hole orientation on the film cooling 
performance for one and two rows of injection holes with various 
s/D and blowing ratios on flat plates. Film cooling effectiveness 
over curved surfaces with various hole geometries has been ex
amined by Ou and Han (1994), Mehendale and Han (1992), and 
Salcudean et al. (1994), among others, which are more typical of 
turbine blade geometries. The intent of this paper is to combine 
detailed flow field measurements with film cooling effectiveness 
and jet penetration/spreading data in order to provide a compre
hensive data set for validation of CFD codes predicting flow over 
flat plates. 

Experimental Apparatus and Method 
The experiments were performed in an open circuit, subsonic 

wind tunnel. A boundary layer trip wire, 2.4 mm in diameter, was 
attached at the entrance to the test section to ensure that the 
boundary layer upstream of the jet holes was turbulent for all 
blowing ratios used in the experiments. A more detailed descrip
tion of the wind tunnel, flowmeters and settling chamber may be 
found in Ajersch et al. (1997). 

The tunnel coordinate systems for each case are shown in Fig. 
1. The coordinate axes are located on the jet which was used for 
the experiments. In each case the row of jet holes was aligned 
across the test section so that the row was perpendicular to the 

crossflow. The streamwise and spanwise jets were inclined at a 30 
deg angle to the test section floor. The jet holes were square in all 
cases. The hole length-to-diameter ratio (L/D) was 6 for the 
perpendicular jets and 4 for the streamwise and spanwise jets. The 
perpendicular jets blow in the positive z-direction, the streamwise 
jets blow in the positive x-direction and the spanwise jets blow in 
the negative y-direction. 

For the perpendicular and streamwise-inclined jets, symmetry of 
the flow field was assumed along the plane through the centre of 
the jet and along the plane half way between adjacent jets, as 
indicated in Fig. 1. For the selection of the appropriate spanwise 
jet, the film cooling effectiveness was measured downstream of 
several of the jets to determine the periodicity of the flow from 
jet-to-jet. The velocity fields along the planes of periodicity shown 
in Fig. 1 were compared to ensure that the flow field above the 
floor level was periodic as well. 

As mentioned previously, the momentum flux ratio (/) is an 
important parameter in determining the flow field characteristics 
for jets in a crossflow. In this study no temperature difference was 
introduced between the jets and the crossflow and since the veloc
ities involved in these experiments were low the relevant param
eter becomes the velocity or blowing ratio, R. Three velocity ratios 
were considered: R= 1.5, 1.0, and 0.5 (/ = 2.25, 1.0, and 0.25 
respectively.) The jet bulk velocity Vj was fixed for all cases and 
the crossflow velocity V« was adjusted to obtain the desired R. For 
all geometries and blowing ratios the jet Reynolds number Rê  = 
VjD/v was fixed at approximately 5000 and the upstream bound
ary layer thickness was approximately 2.0D. 

Instrumentation. A three-component laser Doppler velocim-
etry (LDV) system was used to measure the flowfield for these 
experiments. The TSI LDV system used here is the same as that 
described by Ajersch et al. (1997) and will only be summarized 
here. The LDV system consists of two probes (six beams) con
nected to the beam separator and signal processors via fiber optic 
cables. The probes were mounted at 90 deg to each other and at a 
small («<6 deg) angle to the test section floor to allow measure
ments to be taken at the jet exit in the plane of the floor. A TSI 
software package controlled the acquisition and storage of the raw 
data. 

Seed particles for the flow were obtained from two smoke 
generators, one at the wind tunnel inlet for the crossflow and one 
in-line with the compressed air supply for the jets. The LDV 
system was operated in coincidence mode which allows the tur
bulence characteristics of the flow to be determined. More details 
on the alignment and operation of the system may be found in 
Findley (1998). 

A flame ionization detector (FID) was used to measure the film 
cooling effectiveness and jet spreading/penetration. A small 
amount of propane was added to the air supply for the jets which 
was sampled through a "rake" of eleven fine tubes (0.5 mm OD) 
spanning 3D. More details on the FID apparatus may be found in 
Salcudean et al. (1994). 

The uncertainty in the LDV measurements was calculated using the 
standardized method of Kline and McClintock (1953). A more com
plete description of the analysis can be found in Ajersch et al. (1997). 
The uncertainty in the alignment angles was ±0.15 deg and the 
uncertainty in the measurement position was ±0.1 mm. The uncer-

Nomenclature 

D = jet diameter (= jet width) 
/ = jet-to-crossflow momentum flux 

ratio =(py')j/(pV')„ 
M = jet-to-crossflow mass flux ratio = 

R = jet-to-crossflow velocity ratio = 
VJV„ 

Re = Reynolds number 
U, V, W = mean velocity components 

Vco = crossflow velocity 
Vj = bulk jet velocity 
k = turbulence kinetic energy = 

j(«M + vv + ww) 
s = jet spacing 

, v', w' = turbulent normal stresses 
X, y, z = axes of the tunnel coordi

nate system 
V = kinematic viscosity 
p = density 
T) = film cooling effectiveness 
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tainty in the mean velocity is ±0.01 V, and the uncertainties in the 
turbulent normal and shear stresses are ±0.001 V/ and ±0.0002Vf, 
respectively. The uncertainty values for the LDV measurements may 
be higher in regions of high turbulence due to the velocity bias which 
is introduced by the turbulent nature of the flow which cannot be 
corrected by any bias correction scheme (Fuchs et al. 1994). The 
uncertainty in the FID measurements was ±0.02. 

Results and Discussion 
Measurements of the velocity were taken five jet diameters 

upstream of the centre of the jet (xlD = - 5 ) for all geometries. 
Boundary layer thickness was found to be approximately 2.QD for 
all cases and velocity ratios. The free-stream turbulence kinetic 
energy {k) ranges from 3% of V„ for /? = 1.5 down to 1 % for i? = 
0.5. The normalized turbulence kinetic energy V^/y„) increases 
to between 8-10% near the wall. The data for perpendicular jets 
was reported earlier by Ajersch et al. (1997); selected data is 
included here for comparison with the new geometries. 

Jet Exit. The flow field at the jet exit (zlD = 0) depends on 
the jet-to-crossflow velocity ratio, R. The jet exit velocity profiles 
for the perpendicular and stream wise-inclined (LID = 8) are not 
shown here due to space limitations but may be found in Ajersch 
et al. (1997) and Findlay et al. (1996), respectively. In the case of 
the perpendicular jet holes, as R is reduced (K„ is increased) the jet 
exit flow is skewed towards the downstream edge of the jet hole, 
as expected. For the streamwise-inclined jets, as R is reduced the 
jet exit profile becomes more uniform due to the velocity bias 
towards the upstream side of the jet hole which is produced by the 
sharp-edged entrance to the jet hole (Pietrzyk et al, 1989). The 
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Fig. 3 Normalized 1̂ , W velocity vectors at x/0 
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streamwise-inclined jets used in these experiments had a shorter 
entry length {LID = 4) than those referenced previously, but the 
exit profiles are essentially the same. The primary difference is that 
the maximum vertical velocity in the jet exit plane is higher (by 
about 18%) for the shorter entry length jets due to the stronger 
"jetting effect" which is present. The location of the maximum 
velocity region is the same. 

The flow field at the jet exit for the spanwise-inclined jets is 
shown in Fig. 2 al R = 1.5, 1.0, 0.5. Note that the coordinate 
system boxes in Fig. 2 correspond to the edges of the jet opening 
and the contours are of the normalized vertical component of 
velocity, WIVj. Of particular interest here is the shift in the region 
of maximum vertical velocity. At /? = 1.5 the high-velocity region 
is skewed slightly in the positive y-direction due to the jetting 
effect produced by the sharp-edged inlet. The flow is also pushed 
toward the downstream edge of the jet by the crossflow. As the 
crossflow velocity is increased the maximum vertical velocity 
increases and the region shifts towards the positive >'-direction to 
a greater extent. This trend differs from velocity profiles at the jet 
exit which were assumed as boundary conditions in earlier com
putational studies (Sathyamurthy and Patankar, 1990; Zhou, 1993). 

Mean Velocity Field. The V- and W-components of velocity, 
normalized by the bulk jet velocity (V^), at the xlD = 3 plane are 
shown for aU three geometries at R = 1.5, 1.0, 0.5 in Fig. 3, 4, 
and 5, respectively. At /? = 1.5 for the perpendicular jet a clear 
vortex forms at a height of zlD = 0.9. In the case of the 
streamwise-inclined jet a weak vortex may be discerned at zlD = 
0.4. For the spanwise-inclined jet there is evidence of a vortex at 
xlD = 3 but this disappears by xlD = 5. As the crossflow velocity 
is increased, the vortices present in the perpendicular and stream-
wise cases are pushed closer to the tunnel floor and become weaker 
due to the presence of the floor. The spanwise jet still shows 

Fig. 4 Nortnalized V, IV velocity vectors at x/D = 3, R = 1.0 for (a) 
Fig. 2 Spanwise jet exit (W/Vj) contours {a) R=^.5,^b)R=^ .0, (c) R = 0.5 perpendicular, {b) streamwise, (c) spanwise jets 
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indications of vortex formation, but again this disappears by 
x/D = 5. Finally, at /? = 0.5 the perpendicular and streamwise-
inclined jets produce only a very weak vortex. However, a vortex 
does form for the spanwise-inclined jets. This result appears to 
contradict the results of Honami et al. (1994) which found stronger 
vortices as R was increased. The discrepancy arises due to the 
proximity of the jets. In this case the close spacing (s/D = 3) 
causes the flow from adjacent jets to interact and prevent the flow 
from curling around to form a vortex. The data of Berger and 
Liburdy (1998) show a clear vortex at /? = 1.25 for spanwise 
injection, but s/D is not specified. In the R — 0.5 case, the jet flow 
is swept downstream quickly enough to prevent the interaction. 

Figure 6 shows the normalized streamwise velocity {U/Vj) for 
R = 1.5 at the x/D = 3 plane. As expected, the blockage created 
by the perpendicular and spanwise-inclined jets is much greater 
than in the streamwise-inclined case. It was expected that the 
streamwise case with a shorter entry length {L/D = 4 compared 
with L/D = 8 (Findlay et al., 1996) would result in a lower-
velocity region (or possibly backflow) in the near-hole region due 
to the nearer proximity of the separation at the sharp-edged en
trance to the jet orifice. This does not seem to be the case and the 
jet penetration is essentially unchanged. It seems that the sharp 
edge at the downstream side of the jet exit does not have an effect 
on the already separated flow from the short entry length. In the 
case of a longer entry length, the flow within the jet hole may 
reattach within the hole but separate again from the downstream 
edge of the jet which results in greater penetration of the jet into 
the crossflow. 

In all cases, as the velocity ratio is decreased to /? = 0.5 the jets 
are not able to penetrate beyond the boundary layer and the jet flow 
remains close to the wall. 

Turbulence Anisotropy. The use of a three-component LDV 
system operating in coincidence mode allowed all of the turbulent 

-1.5 -1.0 -0.5 0.0 -1.5 -1.0 -0.5 0.0 -2 
y/D y/D 

Reynolds stresses to be measured in these experiments. Due to 
space constraints, only a measure of the turbulence anisotropy will 
be presented here. One of the normal stress ratios used by Ajersch 
et al. (1997) will be used, called the w'-ratio, which is defined as 

(1) 

where u' and w' are the square roots of the turbulent normal 
stresses in the x- and z-directions, respectively. A value of zero 
indicates that the turbulence is isotropic in the z-direction and a 
value of 0.5, for example, indicates that w' is 50% higher than «'. 
The w'-ratio at /? = 1.5 and x/D = 3 for all three geometries is 
shown in Fig. 7. The perpendicular and spanwise jets show the 
greatest anisotropy. This reflects the stronger interaction between 
the jet and crossflow for these two geometries. 

Film Cooling Effectiveness. At low velocity ratios, determi
nation of jet spreading and penetration becomes difficult (Findlay 
et al., 1996). Near R — 1.0 the boundaries of the jet are difficult 
to discern from contours of streamwise velocity due to the simi
larity in Vj and y„. At i? = 0.5 many of the features of the flow 
are smeared out in the turbulence of the boundary layer. Measure
ments of the concentration of propane in the jet flow give an 
excellent indication of mixing between the jet and crossflow and 
the penetration of the jet. Contours of concentration are shown Fig. 
8 and Fig. 9 at x/D = 3 for the streamwise and spanwise cases at 
R = 1.5, 0.5, respectively. At /? = 1.5 the contours are in close 
agreement with those of Fig. 6. The periodicity of the flow in the 
spanwise injection case can be seen as well. Cross-stream fluid has 
been entrained in the jet and drawn towards the floor in the 

Fig. 6 Contours of streamwise velocity ((//)//) at xlD •• 
perpendicular, (b) streamwise, (c) spanwise Jets 

3, 0 = 1 . 5 for (a) 

-1.5 -1.0 -0.6 0.0 0.5 1.0 1.5 -2.0 

y/D 

Fig. 8 Concentration contours (0 = crossflow, 1 
1.5 for (a) streamwise, (b) spanwise jets 

-1.0 -0.5 0.0 0.5 1.0 

y/D 

•• Jet) at x/D = 3, R = 
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spanwise case. However, comparison with Fig. 3 indicates that no 
strong vortex has formed at R = 1.5 resulting in very little flow 
toward the floor. The cross-stream fluid is entering at the space 
between adjacent jets and is trapped between the core jet flow and 
the floor. With streamwise injection, the counter-rotating vortices 
which are formed at i? = 1.5 bring the cross-stream fluid towards 
the floor relatively quickly which results in a large area of the floor 
being exposed to the free-stream fluid. 

At R = 0.5 it is apparent that there has been less mixing between 
the jet and the crossflow in the streamwise case, which is consistent 
with the fact that there is no vortex formation. The jet flow has also 
spread laterally along the floor to a greater extent than in the i? = 1.5 
case. In the spanwise case the vortex which has formed appears to 
draw free-stream fluid towards the floor but it also serves to spread the 
jet fluid along the floor to a greater extent. 

The spanwise-averaged film cooling effectiveness (if) is shown 
in Fig. 10 comparing the streamwise and spanwise injection cases 
at /? = 1.5 and R = 0.5. In the streamwise case the value of r) 
drops rapidly at /? = 1.5 as x/D increases due to the large area of 
the floor which is exposed to the crossflow. At R = 0.5 the 
effectiveness is much better as the jet does not penetrate beyond 
the boundary layer and spreads laterally. 

In the spanwise case TJ is typically better than in the streamwise 
case. Again, there is a sharp drop in T; as x/D increases. An 
interesting feature of the graph is that T) increases between x/D = 
5 and 8 at R = 1.5. The cross-stream fluid which is trapped 
between the jet flow and the floor has mixed with the jet fluid to a 
greater extent by x/D = 8. In contrast to the streamwise injection, 
there is little improvement in TJ as /? is reduced because of the 
increased mixing between the jet and cross-stream fluid produced 
by the vortex which is formed. 

Conclusions 
Detailed measurements of the flow field produced by a row of 

square jets injecting fluid perpendicular, streamwise-inclined at 30 
deg, and spanwise-inclined at 30 deg into a crossflow have been 
made using a three-component LDV system and flame ionization 
detector (FID). Jet-to-crossflow velocity ratios of i? = 1.5, 1.0, 
0.5 were used, with the jet Reynolds number fixed at approxi
mately 5000. 

The inclination of the jet holes in the streamwise and spanwise 
cases creates a nonuniform velocity profile at the jet exit. For 
spanwise injection the flow field becomes skewed toward one 
corner of the jet exit hole as the crossflow velocity increases. This 
result differs from assumed velocity profiles used in previous 
literature on the numerical simulation of this flow field and again 
stresses the need for simulations to include the flow at the jet hole 
inlet. 

As expected, the streamwise-inclined jets produced less block-

Streamwlse Spanwise 

- n - - B - H=i.5 
- A - -Ar- n=0.6 

4.0 

3.5 

3.0 

2.5 
Z/D 

2.0 

1.6 

1.0 

0.5 

(a) 

•1.6 -1.0 -0.6 0.0 O.B 1.0 1.6 

y/D 
-2.0 -1.5 -1.0 -0.5 0.0 

y/D 

Fig. 9 Concentration contours (0 = Crossflow, 1 = Jet) at x/D •• 
0.5 for (a) streamwise, {b) spanwise jets 

3, R = 

Fig. 10 Spanwise-averaged fiim cooling effectiveness (if) for stream-
wise and spanwise jets 

age to the cross-stream flow than the perpendicular and spanwise-
inclined cases. The proximity of the jets (s/D = 3) in the spanwise 
case results in the interaction of adjacent jets at higher blowing 
ratios which prevents the formation of the vortices which are 
present with larger jet spacing. The increased blockage which 
results in an increase in streamline curvature in the perpendicular 
and spanwise cases results in stronger turbulence anisotropy. In 
addition, the endwall vorticity from within the injection tube, 
observed by Haven and Kurosaka (1997) results in unsteadiness 
along the edges of the jet flow. 

Measurements of jet penetration and film cooling effectiveness 
(TJ) indicate that none of the jets penetrate beyond the boundary 
layer atR = 0.5. Spanwise-averaged film cooling effectiveness is 
typically better at the lower blowing ratios due to better lateral 
spreading of the jet fluid along the floor. In the spanwise case the 
improvement in T) as ^ decreases is less apparent than in the 
streamwise case due to the increased mixing between the jet and 
the crossflow produced by the vortex which is formed. Evidence 
that fluid from the crossflow is trapped between the floor and the 
jet flow in the spanwise case is found at R = 1.5 resulting in a 
lower T). 

Clearly, at low velocity ratios (R) there is little difference 
between the streamwise and spanwise injection cases as far as TJ is 
concerned. However, the blockage produced by the spanwise 
injection is much greater than for the streamwise injection which 
has implications for turbine performance. Practical considerations 
may not allow the use of a low blowing ratio. At higher blowing 
ratios, spanwise injection provides better film cooling protection. 
The differences shown in the behaviour of the various geometries 
at different blowing ratios, as well as manufacturing constraints, 
point to the need for careful consideration of these factors in the 
selection of the most appropriate geometry and blowing ratio for a 
given film cooling application. 
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Unstable Asymmetric Modes 
of a Liquid Jet 
This paper reports the results of a linear instability analysis for a viscous liquid jet 
injecting into a quiescent inviscid gas medium with three-dimensional disturbances. A 
dispersion equation that accounts for the growth of asymmetric waves is derived, and the 
maximum rates of growth of various modes are calculated. The asymmetric breakup 
phenomenon of the jet and its structures at different modes is also studied by using a 
high-speed multi-frame holographic system. The theoretical predictions agree well with 
the experimental observations. The results of this study thus confirm the existence and 
even domination of unstable asymmetric modes under certain physical conditions in the 
breakup process. 

1 Introduction 
Most previous studies on breakup of liquid jets were based on 

the assumption that disturbances grow symmetrically (Bogy, 1979; 
Reitz and Bracco, 1982; Lin and Kang, 1987). However, recent 
theoretical investigations revealed the possibility of existence and 
even domination of asymmetric unstable modes in the breakup 
process of a liquid jet (Yang, 1992; Li and Kelly, 1992; Schetz et 
al., 1980; Stockman and Bejan, 1982; Li, 1995; Qin, 1995). The 
latest investigation was conducted by Li (1995). The result showed 
that at least the first order mode has a higher growth rate than 
axisymmetric one under certain physical conditions. This conclu
sion is important and it could not be reached if the liquid viscosity 
is ignored. However, this does not mean that the first order asym
metric mode will certainly dominate the liquid jet. The dominating 
mode, in the sense of the linear instability, should be one possess
ing the highest growth rate of all the modes and in the entire range 
of wavenumber from 0 to <». 

The questions to be answered here are whether or not every 
single unstable mode has the possibility to become a dominant 
mode and under what physical conditions an asymmetric mode 
may become dominant in a liquid jet. Further, according to L. 
Rayleigh (Drazin and Reid, 1981), a dominating mode can be 
observed in practice. Another question thus arises as to whether a 
jet dominated by an asymmetric mode could be observed in 
experiments under the theoretically predicted conditions. In the 
present investigation, attempts have been made to clarify the 
problems mentioned above. 

2 Theoretical Study 

2.1 Dispersion Relationship of a Viscous Liquid Jet. Con
sider a viscous liquid jet discharging with velocity U from a nozzle 
of radius a into an infinitely large quiescent inviscid and incom
pressible gas medium. The system is subjected to an initial distur-

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
March 20, 1997; revised manuscript received December 21, 1998. Associate 
Technical Editor: M. Triantafyllou. 

bance of an infinitesimal magnitude, with velocity v and pressure 
p. The flow motion is governed by the Navier-Stokes equations in 
the dimensionless form (Batchelor, 1970): 

(5, S,,a.)w, = -Vp,./(8,, -t- 8,22) + (S,,/Re)V^w, (1) 

V • w,. = 0 (2) 

where subscript ( = 1,2 denotes the liquid and the gas respec
tively; Sy = {? '*,]; Q = pi/pi is the density ratio of gas to liquid; 
Re = Ua/y is the Reynolds number, in which y is the kinematic 
viscosity of the liquid; t is time; {r, 6, x) are the cylindrical 
coordinates; Vi = («/, v,, w,). In the above equations, the length, 
velocity, and time are dimensionless. The reference length and 
velocity are a and U, respectively. 

The dimensionless dynamic and kinematic boundary conditions 
are 

P,-Pi= (2/Re)a,M, - We(l -f a,, + 3 J T , (3) 

SjMj -\- rd,Vi — Wi = 0 (4) 

d^Ui -I- d^Wi = 0 (5) 

«, = (a,+ 8,,a,)T, (6) 

where 17 = iio exp[ir -I- i{kx + n6)] is the perturbed displacement 
of surface in the liquid and the gas; We = cr/(aU^p,) is Weber 
number; cr is the surface tension. 

The governing equations (1) (2) and boundary conditions (3) 
through (6) are same as those used by Li (1995). A different 
method of derivation is here used to obtain its dispersion relation. 
In the following derivation, two functions <p and t// are employed to 
simplify the solving procedure. 

By taking the divergence of Eq. (1) and from continuity Eq. (2), 
we have. 

vv,' = 0 
By introducing the normal modes 

Pi = Pi exp[st -I- i{kx -\- n9)] 

(7) 

(8) 
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then, 

Vi = Vi exp[.s; + i{kx + n6)] 

pi = BInikr) 

P2 = AKn{kr) 

(9) 

(10) 

(11) 

where In(kr) and Kn(kr) are the nth-order modified Bessel func
tion of the first and the second kinds; A and B are constants. 
Substituting Eq. (10) into Eq. (1), the velocity of gas can be 
obtained; 

I = A[-(khQ)K'n{kr), -{inlsQr)Kn{kr), 

-{iklsQ)Kn[kr)] (12) 

For the Uquid, let 

Vi = v^ + B[{kl€)I'n{kr), {inltr)In{kr), {ikle)ln{kr)'] 

X exp[.sf + i{kx + nQ)] (13) 

where e = — (̂  -I- ik) and v„ = («„ v„ w„), which can be further 
expressed as: 

M„= a,(p-(l /r)asi / / (14) 

v,= {\lr)^,<f+^,^^ (15) 

H'„ = Clnilr) exp[5? + i{kx + n#)] (16) 

in which f = k^ - e Re; (p, i/( are functions with third order 
derivatives. Substituting Eq. (12)-Eq. (15) into Eq. (l)-Eq. (2), we 
have 

M„ = -C{ikll)ln{lr) - D{inlr)ln{lr) (17) 

i)„ = C{kn/lh)Inilr) + DIV n{lr) (18) 

where, v = («, v, w). Substituting Eq. (10) through Eq. (18) into 
boundary conditions Eq. (3) through Eq. (6), the dispersion rela
tionship can be finally obtained: 

\aij\ = 0 (19) 

where 

an = ik/e)I'n{k); a^ = (s + ik)kl{s^Q)K'n{k)\ 

fln = — {ik/1) In(l);a 14 = —inln{l); 

flji = (2k/e Re)In'{k) - [2(fe^ + n^)/e Re + \]In(k); 

a22 = ~Kn{k) + We(A:̂  + n^ - \)l{Qs'^)K'n{k)\ 

023 = {2ik/Re)I'n{l); 

03, = {2ik^/e)rn{k); 032 = 0; 

a33 = {kVl)In{l) + lln'ii); a,^ = nkln{l); 

041 = {2inkle)I'n{k) - {2in/e)Inik); a^ = 0; 

043 = {knll)l'n{l) + {nkll - 2kn/l^)In{l); 

044 = -2irn(l) + U'^ + 2n^)In{l). 

The rest of Oy are zero. 
It can be verified that the dispersion relation given by Eq. (19) 

is identical to that given in Li's paper (1995) although its form of 
presentation is quite different. This is due to the different methods 
of derivation employed and due to the fact that the Weber number 
used here was defined by Yang (1992) which is the reciprocal of 
that given in Li's paper. Equation (19) has to be solved numeri
cally. Li has given some numerical results in his paper. These 
results show that the first order mode may be more unstable than 
zero order mode. However, to prove that asymmetric modes may 
become dominant and to find out the corresponding physical 
conditions, a great deal of numerical calculation has to be carried 
out. 

2.2 Conditions for Occurrence of Unstable Asymmetric 
Modes. Generally, the mode that can be observed in experiment 
has the highest growth rate. The maximum growth rate of distur
bances for various modes can be calculated with Eq, (19). By 
summarizing the numerical solutions for all the cases, a distribu
tion diagram of the dominating modes in Re-We plane was ob
tained. 

Figure 1 gives the distribution of dominant modes from the first 
to fourth order when the density ratio Q = 1,1 X 10~^ Both 
horizontal and vertical coordinates are in logarithmic scales. The 
numbers in the circles indicate the order of the modes. 

It is noteworthy that the dominant modes numbered are located 
in sequence according to their respective number of order. Such a 
regularity of sequence should be kept the same for modes higher 
than 4th. The results shown in Fig. 1 also indicate that every 
asymmetric mode may become dominant as long as the required 
physical conditions are satisfied. This means that every asymmet
ric mode has the possibility to be observed in practice. 

It is also interesting to note that in Fig, 1 there is a reversed 
'S-curve'—a curve in the shape of a reversed 'S' which divides the 
Re-We plane into two parts. In the right part, the symmetric mode 
is dominant, whilst in the left part, asymmetric modes are domi
nant. Results of further study give the distribution of regions for 
various asymmetric dominant modes, as shown in the left side of 
S-curve. 

When physical parameters of jets keep constant, Weber number 
We will vary linearly with Re in the logarithmic coordinate dia
gram. The oblique lines in Fig. 1 denote the relationship between 

Nomenclature 

(r. 

U velocity of liquid jet dis- T) = 
charging from a nozzle 

a = radius of undisturbed jet cr = 
V = (u, V, w), perturbation ve- p = 

locity^of We = 
V = V = V exp(i'f -I- i{kx + nO) s = 
p = perturbation pressure k = 
P ~ P — P sxp(st + i(kx + nO) n = 
7 = kinematic viscosity of liquid In = 
t = time 

, x) = cylindrical coordinates Kn — 
Re = Ualy = Reynolds number 

perturbed displacement of jet sur
face 
surface tension 
density 
(j/(aU^Pi) = Weber number 
complex frequency 
axial wavenumber 
mode order 
nth-order modified Bessel function 
of first kind 
nth-order modified Bessel function 
of second kind 

A, B, C, D 
e 
I 

Q 

Subscript 

arbitrary constants 
- ( i + ik) 
Z' = fc' - 6 Re 
functions with third deriv
atives 
elements of coefficient 
matrix 
density ratio of gas to liq
uid 

for liquid 
for gas 
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Fig. 1 The distribution of dominant modes 

Re and We for different liquids, each of these lines crosses several 
regions. This implies that the jet structures may become different 
for the same liquid by changing injection conditions. 

There is a region 'c' on the left side of dotted curve in Fig. 1. In 
this region, the instability of jet becomes more complicated. The 
numerical results show that symmetric mode has the highest 
growth rate in this region. 

The numerical results also show that when the density ratio Q 
changes, all the regions numbered in Fig. 1 simply move horizon
tally towards left when Q increases, and toward right when Q 
decreases. It is also interesting to note that when Re —> oo and 
We —> 0, the boundaries of various regions will converge into one 
curve. This indicates that all modes have almost the same maxi
mum growth rate under the conditions of atomization. 

The figures with decimals in Fig. 1 denote the constant maxi
mum growth rates of axial-symmetric modes on their respective 
curves. In Fig. 1, the asymmetric dominant modes are so distrib
uted that the difference in the disturbance growth rate between two 
adjacent modes is small. The theoretical separating curve between 
two adjacent regions is not sharply defined. It is most likely that 
not only the dominant unstable wave but also its adjacent modes 
may be observed on the jet surface. The real jet surface may be 
considered as a superposition of waves with more than one mode. 
It is, therefore, much more difficult to observe an asymmetric 
dominant mode than a symmetric one. 

Figure 2 shows the disturbed surfaces of jets for different 
dominant modes. Each of these disturbed surfaces is obtained by 
superposing TJ (displacement of jet surface) on the undisturbed 
surfaces and then by the help of a surface constructing. These 
theoretical jet patterns shown are used to identify asymmetric 
modes observed in experiments by direct comparison. 

^<-rx I gas I 
@ t I vessel • 

large plunger 

small plunger 

liquid 

Fig. 3 Experimentai apparatus 

When the compressed Â2 from a compressed nitrogen bottle 
pushes the small plunger down, the plunger in turn compresses the 
liquid so that the liquid is injected through the nozzle into a 
chamber with a pressure of one atmosphere. In this way, a high
speed liquid jet is formed. In order to avoid nonlinear disturbances, 
the nozzle must be machined with high degree of accuracy and 
smoothness. Figure 4(a) shows the cross-section of the nozzle 
employed in the present experiment and the laser diffraction pho
tograph of the nozzle hole. The hole was carefully bored with a 
precision machine. Figure 4(b) shows a liquid jet at a low speed to 
demonstrate that the nozzle imperfections do not introduce signif
icant nonlinear disturbances. The diameter and length of the nozzle 
hole are 0.4 mm and 1.2 mm, respectively. Its length to diameter 
ratio l/d = 3. These parameters are within the range usually used 
for diesel engines. 

Figure 5 illustrates the schematic diagram of the multi-frame 
high-speed holographic system. This system consists of a ruby 
laser, a multi-frame controller, electron-optic switches and so on. 
The photographic principle of this system is similar to that of the 
off-axis holography (Chigier, 1991), but it has three reference 
beams which reach the recording plate successively with an inter
val of 20 ^s (Xi et al., 1996). The object beam is separated from 
the reference beams by a Glan-Foucault polarizing prism and then 
passes through the jet to the recording plate. The exposure time of 
every event is about 30 ns. In order to observe the surface waves 
clearly, besides the background illuminating light, a foreground 
beam is arranged to illuminate the jet directly. From the photo
graphs obtained by this optical system one can not only identify 

3 Experimental Observation 

3.1 Experiment Setup. The experimental apparatus for pro
ducing high-speed liquid jets is shown schematically in Fig. 3. 

n=0 n=l n=2 n=3 n=4 

Fig. 2 The structure of jets dominated by different modes 

Journal of Fluids Engineering 

Fig. 4 (a) The cross-section of the nozzie and iaser diffraction photo
graph of the nozzie hole 

eaawwHatsaeagwcMip 

P|iinpp!p|mppf^^ 
16 

2mm 

Fig. 4 (b) A iiquid jet at a iow speed 
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3 
65 

1.2 
66 

4.3 
96 

1.21 
65 

5.9 
125 

1.22 
64 

Table 1 Physical properties of liquids used 

Liquids used 1 2 

Ratio of glycerin to water (by volume) 
Kinematic viscosity (10^' m /s) 
Density (10' kg/m') 
Surface tension (10"' N/m) 

the spatial structure of a liquid jet, but also can accurately deter
mine its moving speed. 

3.2 Experimental Results. Three kinds of liquid are em
ployed in the experiments. They are mixtures of glycerin and water 
with different volume proportions. Their physical properties are 
listed in Table 1. When the physical parameters of the liquid of the 
jet are unchanged. We of the jet varies linearly with Re in the 
logarithmic coordinate diagram. These three liquids correspond to 
the three straight oblique lines in Fig. 6. The reason why these 
three liquids are selected is that the three oblique lines can cross 
different regions in the Re-We diagram so that the variation of jet 
structure due to the variation of injection conditions can be ob
served. 

Since glycerol is very hygroscopic, the mixture of glycerol and 
water was kept in a bottle sealed by a rubber plug and the 
experiments were carried out in an air-conditioned room. 

Figures 7, 8, and 9 show the jet structures of the three liquids 
under different injection conditions respectively. These pictures 
are taken from the reconstruction image of the holograms taken in 
experiments. During the process of reconstruction, some original 
noise (speckles) is unavoidable. In order to remove the noise in the 
background region (outside of the liquid jets), these pictures are 
treated simply with a computer. The holographic pictures observed 
are much clearer than the photographs given in this paper. 

4 Discussion 
Figure 1 was obtained with linear instability theory. The Re-We 

plane in this figure is divided into a series of regions, each of which 
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Fig. S Sketch of multi-frame high-speed holographic system 
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Fig. 6 Relationship between Re & We for 3 different liquids 
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Fig 7. (c) Re = 292, We = 3 x 10"=, U = 95m/s 

Fig. 7 Jet structures of liquid 1 

is occupied by a dominant unstable mode. The regions are sepa
rated by the curves with equal growth rates of disturbances be
tween two adjacent regions. This confirms theoretically the exis
tence and domination of asymmetric modes in the breakup process 
of a liquid jet and gives the conditions for the occurrence of such 
modes and the tendency of their variations. However, it should be 
pointed out that the separating curve is not a sharp division line 
between the two adjacent regions. At points along and near the 
separating curve, the growth rates of disturbances for the two most 
unstable modes are about the same. 
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Fig. 8 (a) Re = 118, We = 8.4 x 10"', U = 57m/s 
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Fig. 8 (c) Re = 369, We = 8.6 x 10-^ U = 177m/s 

Fig. 8 Jet structures of liquid 2 
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Fig. 9 (c) Re = 280, We = 8.5 x 10-^ U = 175m/s 

Fig. 9 Jet structures of liquid 3 

According to the Re-We diagram given in Fig. 1 as well as the 
theoretical structures shown in Fig. 2, the experimental results 
shown in Figs. 7, 8, and 9 can be explained. 

First, consider liquid 1. According to Fig. 6, from low-speed to 
high-speed, the variation tendency of the most unstable modes is 
from low order mode to high order mode. The jet structures at the 
experimental points should be characterized by the first order and 
the second order modes. Although the pictures shown here have 
lost the stereoscopic effect of hologram, the characteristics of the 
jet structures can still be identified. For example, the jet structure 
in Fig. 7(a) is distinctly characterized by the first mode and those 
in Figs. 1(b) and (c) have distinctive characteristics of the second 
mode. These results agree fairly well with the theoretical results 
given in Fig. 6. The location pointed by an arrow head shows 
distinct features of a specific mode. The number at the arrow 
denotes the order of the mode. 

The criterion for identifying a mode is the shape of the jet 
cross-section. However, the cross-section of a jet can not be 
observed directly in experiments since all the photos taken in this 
paper (such as Figs. 7, 8) show the side views of jets injecting 
downwards. The only way to discern the structure of a mode is to 
compare the pattern on the jet surface with the theoretical patterns 
of various modes given in Fig. 2. Each of these surface patterns has 
a corresponding cross-section shape. It should be pointed out that 
these white-black photos of jet surfaces taken from their holo
graphic reconstructed images have lost some information about 
their structures. Therefore, it's a better way to identify the struc
tures by directly observing their holographic reconstructed images. 

Now consider liquid 2, the jet structures at the three experimen
tal points should have the characteristics of the second and the 
third modes. Figures 8(a), (b), and (c) show the results of exper
imental observation. In (a), because the growth rate of distur
bances is very low, the mode characteristics are not well devel
oped. Only at specific location (pointed by the arrow), the second 
order mode characteristics can be observed. The jet structures in 
(b) and (c) are dominated by the third order mode. However, the 
second mode characteristics can also be found at the same time. 
The arrow marked number 3 pointing to the location showing the 
third-order mode characteristics and that marked 2 pointing to 
those having the second order mode characteristics. No mode other 
than the second order and the third order modes can be found in the 
two jet structures. 

Figure 9 is the experimental results of liquid 3. The jet structure 
in (a) has distinctively symmetric characteristics. It located at the 
region ' C . This is consistent with the theoretical result. The jet 
structures shown in the figures (b) and (c) have, respectively, the 
3rd order mode and the 4th order mode characteristics. 

5 Conclusion 
1. The results of both the theoretical study and the experiment 

work confirm the existence of the unstable asymmetric modes, 
which under certain conditions may dominate the breakup process 
of a viscous liquid jet. It is for the first time that the domination of 
the asymmetric modes is observed in experiments in accordance 
with theoretical predictions. 

2. The maximum growth rates of disturbances for all modes 
(including symmetric and asymmetric) are almost the same at low 
Weber numbers. 

3. The main geometric features of the theoretical modes agree 
fairly well with those observed in the experiments. 

4. The conditions for the occurrence of asymmetric modes and 
the tendency of their variations can be theoretically predicted and 
controlled. 
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Near Surface Characterization 
of an Impinging Elliptic 
Jet Array 
In this study naturally occurring large-scale structures and some turbulence character
istics within an impinging jet array are investigated. The dynamics of a three-by-three 
elliptic jet array are analyzed relative to the flow structures within the array. With 
applications to electronic component cooling, low Reynolds number conditions, Re = 300 
to 1500, are presented. Two jet aspect ratios are used, 2 and 3, with identical jet hydraulic 
diameters and jet-to-jet space. The effects of impinging distance are studied in the range 
of one to six jet hydraulic diameters. Flow visualization and PIV are used for the 
identification of structures and quantitative analysis. These results are used to evaluate 
the integrated surface layer vorticity, F* which is shown to depend on the jet aspect ratio 
and impingement distance. Also, a transport coefficient is presented, based on a turbu
lence velocity and length scales. This coefficient is shown to experience a maximum value 
versus impingement distance that coincides with the location of axis switching. 

Introduction 
Impinging jets have been widely studied since they have a wide 

range of applications, in part due to high rates of heat and mass 
transport associated with relatively low required work, or driving 
pressure. It is not fully clear what mechanisms of the jet flow 
development are responsible for the transport properties, and to 
what degree. It has been shown by several researchers that large 
scale structures develop within the jet shear layer. These may be 
important in enhancing the heat transfer between the jet and an 
impingement surface. Experimentally, Yule (1978) has shown that 
a free axisymmetric jet is characterized by two types of structures: 
(i) a vortex ring which develops in the transition region, and is 
characterized by continuous, concentrated and coherent vorticity 
distribution and (ii) large eddies with inherent three dimensionality 
with embedded small scale turbulence content. The larger scale 
eddies have a wide range of length scales and spatial trajectories 
and are not axisymmetric. Based on the results of Melander and 
Hussain (1993), a coherent structure embedded in a turbulent, 
isotropic and homogeneous background generates a local shear 
layer that could sustain turbulent fluctuations by shear production. 
Incoherent vortical structures swirl azimuthally around the coher
ent structure. When a jet impinges on a flat surface, a feedback 
loop may be formed, as shown by Ho and Nosseir (1981). In this 
process the downstream convected coherent structures are influ
enced by the upstream propagating pressure waves generated by 
impingement of the coherent structures on the surface. These 
events may phase lock at the nozzle lip at resonant frequencies 
determined by the impingement distance. 

The numerical simulation of a vortex ring impinging on a flat 
surface, by Orlandi and Verzico (1993), showed that, for Reynolds 
numbers between 564 and 3000, a thin layer of vorticity is gen
erated at the plate by the induction of a primary ring. This layer 
rolls up and forms a second ring that merges with the initial ring. 
Additional vortex rings occur when the azimuthal vorticity be
comes important, at Reynolds number near 1000. Experimentally, 
using flow visualization and Particle Image Velocimetry, Landreth 
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and Adrian (1990) noticed the presence of primary vortices in the 
jet shear layer. These vortices were found to spread radial near the 
impingement surface. Secondary vortices formed in the waU 
boundary layer that interacted with the primary vortices. 

In co-flowing jets or jet arrays, jet interaction changes the 
generation and both spatial and temporal evolution of the large 
scale structures. Villermaux and Hopflnger (1994) noticed that for 
a large number of planar coflowing interacting jets, there is a 
merging length where the jet diameter reaches the size of jet 
spacing. At this point the mean velocity appears essentially uni
form. Before merging, recirculation cavities are formed between 
the jets, which maintain a permanent back flow to the jet nozzle. 
The potential core length of a jet within an array is smaller than 
that of a single jet, and decreases with increased nozzle spacing, as 
determined by Moustafa and Rathakrishnan (1993). In addition, 
entrainment and mixing are greater for a jet array compared to a 
single jet. 

Single elliptical shaped orifice jets have been shown to exhibit 
unique characteristics. Hussain and Husain (1989) experimentally 
compared the flow structures developed with various initial con
ditions, for excited and unexcited jets. The elliptical shape results 
in different radii of curvature in the major and minor planes which 
imply different advection velocities in these planes. The elliptic 
flow structure generated by the shear layer switches axis before 
breakdown, or rolls up at the end of the potential core. The 
nonuniform exit momentum thickness in the case of contoured jets 
strongly influences the shear layer instability and determines dif
ferent locations of the axis switching. In the case of sharp edged 
elliptic jets, due to the vena contracta phenomenon, axis switching 
takes place closer to the jet exit plane. The switching location 
increases linearly with aspect ratio. Husain and Hussain (1991) 
showed that pairing of two elliptical structures is caused by self 
and mutual induction of the neighboring structures, which results 
in significant contributions to flow entrainment and transport phe
nomena. Ho and Gutmark (1987) state that the mass entrainment of 
an elliptic contoured jet is three to eight times higher than that of 
a planar or circular jet. 

For a jet array with a Reynolds number less than 1500, with a 
confining jet plate, Arjocu and Liburdy (1997a and 1997b) clas
sified the flow field structures into categories based on their for
mation and the region where they reside: (i) large scale structures 
developed by impingement, and (ii) shear layer structures induced 
by both the shear layer instability and the return flow. The struc
tures size and location change with Reynolds number and impinge-
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Fig. 1 Experimental flow facility 

ment distance and, in some cases, are periodic. Axis switching, 
similar to that observed with a single elliptic jet, was shown to 
occur for all jets within the array when the ratio of the impinge
ment distance to the jet diameter, H, was in the range of three to 
four. At impingement distances greater than that necessary for axis 
switching, several events were observed. Jet column instability 
was found to be Reynolds number dependent, with relative low 
velocity fluid, or small scale turbulent structures penetrating the jet 
column. Jet swaying was also observed with greater amplitude and 
frequency with increasing impingement distance and Reynolds 
number. The occurrence of small scale shear layer structures which 
penetrate into the impingement region increases with impingement 
distance and Reynolds number. 

The aforementioned studies emphasize the complex flow struc
ture dynamics associated with single elliptic jets and jet arrays. In 
the present study a confined submerged elliptic jet array impinging 
on a flat surface is investigated relative to the flow development 
and the influence of hydrodynamics conditions on the dynamics of 
the flow structures. Attention is focused on the central jet in the 
array, which is considered a typical internal jet. A primary goal is 
to determine how the elliptic jet flow characteristics are influenced 
by the interaction and dynamics within the array. Also of interest 
is the identification of a quantitative measure that relates to the 
overall transport properties of the flow. The flow characteristics 
were studied using flow visualization. Particle Image Velocimetry 
(PIV) and hot film anemometry. 

Experimental Conditions and Methods 

In this study experimental evidence of the large scale structures 
and some measures of turbulence within a three-by-three sub
merged impinging elliptic jet array are presented. The jet orifice 
aspect ratios for this study are, r = 2 and 3, (ratio of the 
semi-major and semi-minor axes) with an orifice thickness of 
approximately 3.2 mm. This implies a thin uniform exit momen
tum thickness. Therefore, the hydraulic diameter, D,, = 9 mm, 
was used as the length scale. The jet center-to-center spacing, 
normalized by the jet hydraulic diameter, was equal to three for 
both aspect ratios. The dimensionless impingement distance, H = 
h/Di,, was varied between 1 and 5. The jets were unforced, with jet 
Reynolds numbers between 300 and 1500. 

A schematic representation of the experimental set-up along 
with details of the jet plate are presented in Fig. 1. The facility 
contained a constant head water tank with the jet array and the 
impingement surface submerged. The flow was pump driven in a 
closed loop, through a calibrated rotameter and a nozzle assembly, 
where a series of screens assured uniform pressure at the jet exit, 
and removed flow disturbances. The fluid temperature was con

trolled using a water-water heat exchanger to maintain the tem
perature within ±0.5°C of the hot film calibration temperature. 
The impingement surface could be raised or lowered to achieve the 
desired impingement distances. 

The flow visualization used a 1 mm thin argon-ion laser sheet to 
illuminate the region of interest. The laser sheet was positioned in 
three different planes. Two planes were aligned with the major and 
minor jet axis. The third was parallel with the jet plate, 1 mm from 
the impingement surface. The flow was seeded with glass micro-
particles, 60 /xm in diameter, which were essentially neutrally 
buoyant. Images were recorded using a 30 frames per second video 
camera positioned normal to the laser sheet plane. The recorded 
images were interrogated frame by frame, tracking individual 
particles. 

Time series data were obtained at selected locations within the 
flow field using a hot film anemometer system. These locations are 
shown in Fig. 2: (1) the centerline of the jet exit plane, (2) the 
stagnation point, (3) 0.5D,, from the jet exit plane in the shear 
layer, and (4) 2 mm away from the impingement surface at the 
return flow separation point. Details of the probe and its calibration 
are provided by Arjocu and Liburdy (1997 a). 

For the PIV measurements the flow was seeded with fluorescent 
micro-beads, with an average diameter of 27 /am. The flow was 
illuminated by a series of Nd:YAG 6 nanoseconds laser light 
pulses, with an adjustable time delay between 2 and 6 ms, based on 
the flow conditions. The images were processed, for velocity data, 
within a 32 X 32 pixel sub-region, with a CCD camera synchro
nized with the laser. Seed density was adjusted to yield approxi
mately 4 - 8 particle pairs per sub-region. The field of view 
spanned the centerlines of adjacent jets and a distance of one jet 
hydraulic diameter from the impingement surface. The resolution 
was approximately 45 /xm/pixel. For each test condition a series of 
five instantaneous data sets were collected and analyzed. For this 
study it was not intended to determine statistical averages from the 
PIV data, but rather to obtain instantaneous measures of the 
vorticity field near the impingement surface. 

The estimated uncertainty (95% confidence level) of the veloc
ity data is less than 4% for the hot film results. The PIV velocity 
data have a wide range of uncertainties depending on the magni
tude of the velocity. Near the maximum velocity, the uncertainty is 
approximately 1.5%. But this increases to near 50% at the very low 
velocities within the return flow regions, but this region is not of 
interest here and does not contribute to the vorticity magnitude to 
any significant extent. 

Results 

The presentation of results includes interpretation of the flow 
visualization, vorticity field data based on the PIV velocity data, 
and statistical measures from time series data using hot film 
anemometry at selected points. These data are used to interpret the 
effect of impingement distance on the flow structures, and how this 
affects the transport characteristics of the impingement process. 

Impingement Plate 
y / / / Stagnation Region Structures/ / / / / y 

Jet Plate 

1 jet exit centerline 
2 stagnation point 
3 shear layer 
4 separation point 

Fig. 2 Location of tiot film data collection 
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Fig. 3(a) Fig. 3(d) 

Fig. 3{/&) Fig. 3(e) 

Fig. 3(c) Fig. 3(f) 

Fig. 3 Fiow visualization, photographs taken from video recordings used to identify large scale flow characteristics, (a) H = 
r= 2,{b) H = 4, major axis, Re = 300, r = 2, (c) H = 3, minor axis, Re = 300, r = 3, (cf) H = 5, major axis, Re = 1500, r •• 
/• = 2, (/) H = 3, Re = 300, r = 2. 

1, major axis, Re = 300, 
3, (e) H = 1, Re = 300, 

Flow Structure Description. Basic flow structures were iden
tified in both the major and minor planes based on how they 
formed and the region in which they evolved. The structures 
formed around the central jet in the impingement region, are 
identified as "central structures." The analogous adjacent struc
tures formed by the edge jets are called "outer structures." The 
central and outer structures interact to varying degrees based on 
their size, Reynolds number and impingement distance. Additional 
structures occurred in the shear layer of the jet development region 
and also in the return flow towards the jet exit plane. These were 

most apparent at larger impingement distances and are referred to 
as "shear layer structures" and "return flow structures," respec
tively. Significant interaction was observed between the shear 
layer and return flow, but these are limited to the single jet spacing 
used in this study. It should be noted that in the minor plane there 
was a slight tilting or inclination of the outer structures towards the 
outside of the array. Because of this it might be presumed that the 
center jet of a much larger array may have slightly different 
characteristics than that observed in the three-by-three array. 

Figure 3 presents a series of photographs of the flow visualiza-
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Fig. 4 PiV velocity vector data sets. (a)H=^, major axis, Re = 1500, r = 
2, (b) H = 4, major plane, Re = 300, r = 2. Uncertainty estimates for (a) Is 
+/-1.5% and for (b) Is +/-4%. 

tion for two Reynolds numbers. At low impingement distances, 
Fig. 3(a), the outer structures are stable and fill the channel formed 
by the jet plate and impingement surface, with a characteristic size 
of IDj. Only for the higher Reynolds number case, at H = 1, is 
a weak central structure be seen, with characteristic size of O.SD^. 
Rather than being attached to the impingement surface, its center 
of rotation is closer to the jet exit plane. A typical PIV result, for 
low Reynolds number and H = I, shown in Fig. 4(a), indicates 
well defined outer structures, which are observable in both the 
major and minor planes. However, in the minor plane, there is a 
noticeable reduction of the velocity of the returned flow. This is 
because of the larger effective distance between the edges of 
adjacent jets in the minor plane. This difference in return flow 
characteristics weakens the interaction with the shear layer. 

At higher impingement distances. Fig. 3(fc) shows obvious con
vergence of the jet streamlines in the major plane, and spreading in 
the minor plane. This is consistent with a single elliptic jet as it 
goes through axis switching. The central structure has a charac
teristic size of approximately O.SD,, to O.SDj, with larger sizes 
occurring in the minor plane where there is less flow confinement. 
These structures display a variation of strength with time, while 
being localized near the impingement surface. Evidence of this 
variation is contained in the PIV data, with one instantaneous field 
in Fig. 4(b) showing that there are not continuous, well defined 
central structures. 

The size dependence of the central structures on Reynolds 
number and impingement distance is similar for the two jet aspect 
ratios and is the same for both major and minor planes. For H 
beyond three there is strong evidence of jet swaying. Fig. 3(c). It 
should be noted that swaying is not as strong in the major plane. 
This is most likely a result of the return flow being stronger in this 
plane and the jet is more stable to variations in the lateral forces 
generated by the return flow. 

Flow visualization for / / = 5, Fig. 3(^, illustrates the interac
tion between the return flow and the shear layer and the corre
sponding development of shear layer structures. At this impinge
ment distance there is jet swaying as well as periodic entrainment 
of large volumes of surrounding fluid. These shear layer structures, 
in contrast to those in the surface layer, have a finite life and are 
readily convected in the flow. The downstream convection feeds 

these smaller structures into the more stationary central and outer 
structures. However, some of the structures do not reach the 
impingement region and are washed away by the returning flow, or 
appear to dissipate. The shear layer structures increase in total 
number with impingement distance. 

The plane parallel with the impingement surface was viewed 
from below to detect axis switching for a range of impingement 
distances. Axis switching occurs over a finite distance and exam
ples of the changing flow pattern are shown in Figs. 3(e) and 3(f). 
The outer jets experienced axis switching at, or near, H = 3, and 
the center jet close to H = 4. This difference may be a result of 
the center jet being more confined to lateral flow, necessary for 
axis switching in a single jet. 

Surface Layer Vorticlty. The PIV velocity fields were used 
to calculate the vorticity distribution using a filtered central dif
ference method. The main interest is the larger scale vortical 
structures. Since velocity vector spacing was approximately 0.72 
mm (O.OSDj) very small velocity derivatives were not resolved. 
The sign of vorticity is not of concern so the spatial distribution of 
the square of the vorticity is presented. Based on viscous stagna
tion flow theory, the near surface boundary layer thickness at the 
impingement surface decreases with increasing Reynolds number, 
and for these flow conditions ranges from 0.15D,„ at Re = 300, to 
0.067Dj, at Re = 1500. The vorticity distribution along the 
surface, evaluated at this viscous boundary layer edge, has an order 
of magnitude increase from Re = 300 to Re = 1500. Details of the 
vorticity distribution can be found in Arjocu and Liburdy (1997b). 

The squared vorticity was integrated across the impingement 
surface in the major and minor planes for two different layer 
thicknesses, 0.23Dj and O.SD^. This integral value, F*, is used to 
quantify the surface layer vorticity magnitude. F* was scaled using 
the characteristic length of D^, a velocity scale based on the jet exit 
velocity, U,, and the integration area A, which was equal to the 
surface layer thickness times the length of the region from the 
center jet centerline to the edge jet centerline (the jet spacing). The 
nondimensional parameter representing the integrated surface vor
ticity becomes T*DllAU]. Consequently, the vorticity scaling is 
based on large scale velocity gradients on the order of D/,. 

Results of the integrated vorticity versus H are presented in Fig. 
5. Significant differences occur between the lower and higher 
aspect ratio jets. For aspect ratio of 3 there is only a slight variation 
with impingement distance but the magnitudes are as much as four 
to eight times lower when compared to jets with an aspect ratio of 
two. These results suggest that the higher aspect ratio elliptical jet 
does not generate as strong vorticity in either plane of the jet. This 
may be because the higher aspect ratio jet behaves more like a slot 
jet and the elliptical nature of the large scale structures are weak or 
broken apart more easily by the return flow. Also, it is known that 
axis switching for single higher aspect ratio jets occur further 
downstream. It is not conclusive from these data if that is true for 
the jet array. At the higher Reynolds number the results are fairly 
constant between H = 2 and H = 4, with a large decrease for 
H = 5. At the lower Reynolds number there is a well defined peak 
aiH = 3. Based on this it is suggested that increased vorticity is 
generated within the flow as axis switching occurs. At the higher 
Reynolds number the switching is further complicated by addi
tional turbulence generation which also contributes to the mea
sured vorticity. 

Comparison of the results in Figs. 5(a) and 5(b) indicates that 
the proper scaling is not used for F*, since there is a difference of 
approximately a factor of three between the two Reynolds number 
cases. Since the vorticity generally increases with Reynolds num
ber, especially at the smaller scales, the vorticity scaling, UJD,,, 
does not adequately account for the variation in the vorticity 
spectrum. An alternative scaling of the vorticity, to help account 
for the changing turbulence spectrum, is the root mean square 
velocity, H,ms- However, this raises the question of where, within 
the flow. Urns should be evaluated. Since the shear layer convects 
large scale structures into the impingement region, the stagnation 
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Fig. 5 Integrated vorticity, r*, versus H In both the major and minor 
planes, (a) Re = 300, (/)) Re = 1500. Uncertainty estimates for (a) is 
+ / -8% and for (b) is +/-4%. 

point rms value is a candidate for a representative scaling. This 
results in a nondimensional surface layer vorticity expressed as 
r*Dl/Aulr,s- For a given Reynolds number, this parameter is 
relatively constant from H = 3 to H = 5. However, comparing 
the higher and lower Reynolds number, T*Dl/Au^,„s is three times 
larger for the higher Reynolds number. At lower H values the 
turbulence does not develop before impingement and the rms 
values are very low, see Fig. 8. Therefore, at low H the surface 
vorticity needs an alternative scaling. Further work needs to be 
done using a larger data set of vorticity measurements over a wider 
range of Reynolds numbers to determine if the surface layer 
vorticity can be properly scaled with the flow conditions. Despite 
the lack of a proper generalized scaling, the current results indicate 
that the integrated surface vorticity is enhanced when the impinge
ment distance, H, is approximately three to four for an array of 
elliptic jets with an aspect ratio of two. 

The PIV velocity data were further analyzed to determine a 
measure of the length scales, and in particular to identify the large 
scale structures near the surface. The instantaneous power spec
trum density (PSD) of the square velocity spatial distribution was 
used to identify these length scales. Peaks in the spectrum are 
associated with the amplitude, or energy, and the associated spatial 
frequency of dominant flow structures. The spatial frequency as
sociated with an individual peak represents the inverse of a mea
sure of the length scale. Length scales in the directions parallel 
with the impingement plate and perpendicular to the surface within 
each major and minor plane were evaluated. It was found that the 
scales in each direction are essentially the same. Figure 6 shows an 
example of a PSD evaluated in the major plane for JV = 2 and 
Re = 300. All spectra had this same general trend of distinct peaks 
but with variation of the frequencies at which the peaks occurred. 
The highest amplitude peak for each case is associated with a 
length scale on the order of the jet hydraulic diameter, regardless 
of Reynolds number, aspect ratio or impingement distance. This 
peak is at a spatial frequency of 0.11 mm"', and has been filtered 
from the signal. The secondary peaks, at higher frequencies, have 
associated length scales varying in a relative narrow band, from 

0.2 0.3 

Frequency (mm"') 
0,5 

Fig. 6 Power spectral density of the squared velocity calculated from 
the PIV data, aspect ratio of 2, major plane, H = 2, Re = 300 

7.2 mm to 4.8 mm, which represent sizes of 0.8Z)j to 0.5D,„ 
respectively. Increasing the impingement distance causes the en
ergy to be distributed over a larger number of discrete length 
scales, such that higher spatial frequencies (smaller length scales) 
occur. These results are consistent with estimates of flow structure 
sizes made from the flow visualization. 

The relatively strength of secondary structures within the flow 
was evaluated by using the ratio of the energy of the primary peak 
to the secondary peak. The energy ratio of the first two peaks in the 
spectrum, averaged over the major and minor planes and the two 
jet aspect ratios, is presented in Fig. 7. There is an increase of 
concentrated energy at the larger scale as the impingement dis
tance increases. A maximum energy of the large scales is encoun
tered where the center jet experiences axis switching. At this 
location the peak energy is twice as large as the next largest scale. 
At still larger impingement distances the energy is distributed over 
a larger number of length scales. Therefore, the largest scales loose 
their energy, but only at impingement distances greater than that 
required for axis switching. The large scale structures apparently 
maintain their energy content, and even concentrate their energy 
levels, as the flow develops during the first axis switching process. 
Beyond this distance the larger structures tend to break down and 
a broader spectrum of scales exist with less concentrated energy. 

Turbulence Scales. The hot film data were used to develop a 
better understanding of the total transport process associated with 
the impingement process. Turbulence data were taken in the form 

2,5 

LU 

2 

0 1 2 3 4 6 6 
impingement Distance, H 

Fig. 7 Ratio of the first to second peak of the power spectral density, 
aspect ratio = 2. Uncertainty estimate is +/-10%. 
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Fig. 8 Root mean square velocity from hot flim data, aspect ratio = 2, at 
the exit plane, shear layer and stagnation points shown In Fig. 2, (a) Re = 
300, (6) Re = 1500. Uncertainty estimate is +/ -4%. 
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Fig. 9 Root mean square velocity from hot film data 2 mm from the 
impingement surface. Re = 1500, distance Is measure from the edge of 
the outside jet which is closest to the center Jet, r = 2. (a) Minor plane, (b) 
major plane. Uncertainty estimate Is +/ -4%. 

of time series data and used to determine rms velocity and integral 
time scales at the locations indicated in Fig. 2. Note that the 
location within the shear layer is in the minor axis. The rms values 
versus H for the two Reynolds numbers are indicated in Fig. 8. 
When the impingement distance is equal to, or greater than three, 
the stagnation region and shear layer rms level increase signifi
cantly. Based on the flow visualization, this increase of rms with H 
in the stagnation region coincides with jet instability, swaying 
motion and increased dynamic characteristics of the central struc
ture. As the stagnation point rms level increases with H so does the 
rms level in the shear layer. There is a decrease of rms in the shear 
layer beyond H = 4, which does not occur at the stagnation point. 
This decrease may be influenced by changes in the nature of the 
return flow towards the shear layer. When H increases to three 
there is a large increase in turbulence levels in the stagnation 
region. As this flow recirculates back towards the jet exit plane it 
may act to increase the rms levels in the shear layer. Beyond H = 
4, however, the return flow is weakened and there is greater time 
for turbulence decay in the return flow and the feedback of turbu
lence to the shear layer is reduced. 

The near surface variation of the rms level was measured in the 
region between adjacent jets a distance of 2 mm from the impinge
ment surface. The probe was traversed from the edge jet towards 
the center jet beginning at the edge of the projection of the inside 
part of the jet orifice in both the major and minor planes. Results 
are shown in Fig. 9 for an aspect ratio of two. The trends are 
similar in both planes. For the high Reynolds number case, there is 
essentially no decay of turbulence along the surface as the flow 
spreads towards the separation region. Increasing H results in 
increased turbulence levels in both planes. For // = 1 the turbu
lence level is seen to grow towards the separation region. This is 
mosdy likely because the turbulence does not develop significantly 
in the jet prior to impingement and is still undergoing development 
along the impingement surface. 

The integral time scales associated with the selected locations 
within the flow are shown in Fig. 10. For the lower Reynolds 
number there is no significant variation with H. The higher Reyn
olds number case has its largest time scale between H = 3 and 4. 
The stagnation point experiences its peak at a lower H than the 
shear layer. Since the rms level also increases with H, the larger 
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Fig. 10 integral time scale versus Hat selected locations shown in Fig. 
2, r = 2. Uncertainty estimate is from + / - 1 % for the higher vaiues to 
+1-5% for the lower vaiues. 
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Fig. 11 Transport parameter, (UmsT), versus H at ttie stagnation point 
and sliear layer. Re = 1500 

scale structures may become more organized in the sense that they 
increase their relative amplitude and increase the integral time 
scale. The integral time scales then decrease hy H = 5 which is 
consistent with the notion that smaller scales are generated within 
the flow and that a broader spectrum of scales exist. The existence 
of larger scales iov H = 3 at the separation point in the minor 
plane indicates that the spreading flow carries the large scale 
structures into this region. The shear layer has a peak at H = 4 
which may be a result of feedback from the return flow. This 
feedback concept is reinforced by the fact that the return flow 
weakens at greater impingement distances and the shear layer also 
experiences a similar reduction. 

To determine a measure of the transport capabilities of the jet 
array, a transport parameter is defined as follows. Assuming a 
transport property consistent with a gradient transport assumption 
used in turbulence modehng, a transport coefficient can be con
structed using an appropriate velocity and length scale. In this 
simple approach the rms level, u,^„ is used as the velocity scale 
and the length scale is based on the product of the integral time 
scale, T, and the velocity scale. This results in a transport coeffi
cient proportional to {UI„,T). This is plotted versus H in Fig. 11, at 
the stagnation region and the shear layer. Assuming any other 
multiplicative parameters required in the definition of the transport 
coefficient are not functions of location, it is possible to use the 
trends of (MLT) to relate the transport coefficient to H. The results 
indicate an increasing transport coefficient with H in both the 
stagnation region and the jet shear layer. In the shear layer the 
feedback process from the impingement flow seems to enhance the 
transport coefficient near H = 2. The decrease beyond this point 
is attributed to the previous argument for the peak of the time 
scales at H = 3. The stagnation region also experiences a peak 
value, but this is closer to / / = 4. It is interesting to note that the 
shear layer for the lower Reynolds number also experiences this 
peak but the stagnation region does not. This would indicate that 
the shear layer is not influenced by the stagnation region turbu

lence level. Rather, the shear layer experiences an increased shear 
level caused by the return flow, which tends to increase the local 
the rms level. However, it does not occur for low H, where very 
low levels of turbulence were measured in the shear layer largely 
because the return flow is contained in a fairly stationary large 
scale flow structure that nearly fills the region. 

Conclusions 
The flow visualization of the elliptic jet array illustrates the 

presence of two primary flow structure categories within the cen
tral jet region of a three-by-three elliptic jet array: (i) central and 
outer structures near the impingement surface that are generated by 
the stagnation flow and jet-jet interaction and (ii) shear layer 
generated flow structures that are convected towards the surface. 
Both of these types of structures influence the turbulence with 
evidence of interaction between structures. The return flow inter
acts with the shear layer and this interaction is most significant 
near H = 3, which is also the downstream distance where axis 
switching occurs. By estimating the instantaneous surface layer 
vorticity distribution, an integral parameter, F*, is shown to de
pend on the jet aspect ratio and reaches a peak near H = 3. 
Interestingly, the lower aspect ratio jets yields the higher values of 
r*. This may be a consequence of the break down of the large 
scale flow structures for the high aspect ratio jet. Turbulence data 
indicate a feedback process between the stagnation region and the 
jet shear layer, which acts through the return flow. This process 
seems to be maximized when the impingement surface is at the 
distance close to where axis switching occurs. A transport param
eter, based on the rms velocity and integral time scale, is shown to 
reach a maximum near the region of axis switching. This param
eter also experiences a peak in the shear layer, again at an im
pingement distance consistent with axis switching. There is evi
dence that the large scale events associated with axis switching 
may contribute to an overall increase in surface transport proper
ties within an impinging elliptic jet array. 
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Energy Concentrated and Self-
Resonating Mini-Extended Jet 
Nozzle Used for Jet Drilling 
Theoretical, experimental, and field test studies of the self-resonating pulsating jet have 
been carried out. The interaction mechanism of vortices and outlet wall is described. On 
the basis of theoretical calculations and experimental data, a new mini-extended and 
energy concentrated self-resonating pulsating jet nozzle can be recommended. Hydrody-
namic experiments, rock erosion tests, and field tests in a drilling engineering environ
ment were carried out using the new nozzle. The results show that the new nozzle has 
stronger erosion capability than the cone-type or conventional organ-pipe self-resonating 
nozzle jet. The field test results in drilling engineering show that the outlets of the newly 
designed nozzles have strong anti-scouring ability. The new exit design of the nozzle can 
increase its life span. 

1 Introduction 
Jet drilling is a kind of drilling technology in which the hydraulic 

energy of a high-pressure water jet is applied to fracture rocks and 
clean out cuttings in the bottom of the oil well. This practice can 
reduce the probability of refracturing of the rock debris by the drill bit, 
as well as to increase the drilling speed. Engineers are therefore 
paying more and more attention to the newly developed jet drilUng 
technology and its theory. Mini-extended nozzles are developed in 
order to reduce velocity attenuation and enhance the energy of the jet 
at the bottom of the well. They convert hydraulic pressure to kinetic 
fluid-flow energy with a minimum of flow disturbance, thereby fo
cussing the stream of fluid against the floor of the formation and 
across the cutting face of the bit (Smith, 1987; Chia et al., 1986). Field 
results from the North Sea indicate that use of these nozzles increases 
the penetration rate up to 50%, and at an average of 16% (Peschel et 
al, 1985). Another new kind of highly efficient jet for erosion and 
cleaning is the self-resonating pulsating jet, whose high velocity 
stream fluctuates as it flows through the nozzle (Gamer, 1980; John
son et al, 1982,1984). It has a higher pulsating velocity and transient 
impact force in comparison with the common jet. It was found that a 
pulsating nozzle installed on drilling bits could generate a more highly 
efficient jet flow often needed to fracture rock and clean cuttings. 
There are two common types of pulsating nozzles. The Helmholtz 
self-resonating pulsating nozzle is more compHcated in structure and 
has not been widely used due to problems in life-span, details of 
manufacture, and other problems. The organ-pipe self-resonating pul
sating nozzle is the subject of this paper. It has a simpler configuration 
and easier operation in drifling engineering. The fundamental geom
etry of this nozzle is schematically shown in Fig. 1. Experimental 
results (Johnson, 1982) show that the organ pipe pulsating nozzle 
mounted on Smith F2-CE bits can enhance drilling speed by about 
10—30 percent over a conventional nozzle. However, the walls of the 
outlets of nozzles are more easily eroded by high-speed fluid flow. 
One can increase the anti-scouring ability of the outlet of organ pipe 
nozzles by thickening the outlet part of the nozzle; this will reduce the 
pulsating velocity and decrease the erosion characteristic of the jet 
(Sun et al, 1994, Shen et al, 1987). Preliminary results indicate that 
the average life span of organ-pipe self-resonating nozzles will not 
usually exceed 80 hours (Shen et al, 1991) due to scouring problem 
in the nozzle exit. IVIoreover, organ pipe pulsating nozzles have a 

section with sudden diameter reduction, which may create vortices at 
the exit and increase energy loss (Gerhart and Gross, 1985). 

This paper introduces a new type pulsating nozzle that is devel
oped on the basis of a series of theoretical analysis and experi
mental research. The new nozzle jet has less energy loss and 
stronger erosion ability for rock. The experimental results from the 
laboratory and drilling engineering tests show that this kind of 
pulsating nozzle has a life of 120 hours, increased drilling speed, 
and can reduce the cost of drilling operations in comparison with 
the conventional nozzle under the same conditions. 

2 Theory and the Design of the Nozzle 

The Organ-Pipe Self-Resonating Pulsating Nozzle. The the
ory of the self-resonating system is based on transient flow and 
passive acoustic oscillating theory (Crow and Champagne, 1971; 
Johnson et al, 1982). A jet nozzle is fed from a supply system that has 
a natural acoustic frequency equal to the preferred-mode frequency in 
the power spectrum of the turbulence jet flow. The jet flow passing 
through the self-resonating nozzle generates a fluctuating pressure 
which wfll feed back to the resonator of the nozzle with acoustic speed 
and enhance the upstream velocity fluctuations. The jet nozzle must 
be shaped to feed back the pressure oscillations in the supply system 
associated with the formation of ring vortices in the pulsating jet. The 
feedback mechanism creates the resonance in the supply chamber, 
which in turn further excites the jet until an equilibrium to be reached 
by damping. In this case, the jets induce large shedding vortices and 
form the pulsating jet flow. 

Johnson (1980, 1984) gave the approximate formula used for 
estimating the length of the organ pipe based on acoustic analyses 
and experimentation: 

(1) 

where k„ is the mode parameter, given by 
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where Sj is critical Strouhal number, M is the Mach number, rf, is 
the nozzle diameter, and n is the mode number of the organ pipe. 
Figure 1 defines the dimensional parameters. 
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Fig. 1 Diagram of conventionai organ-pipe self-resonating nozzle 

The Design of a New Mini-Extended and Energy Concen
trated Self-Resonating Pulsating Nozzle. The erosion effect for 
rock of jet depends on mean impact pressure, and the peak and 
amplitude value of the pressure fluctuation. The mean nozzle life 
span depends on the thickness b of the exit. However, the con
ventional organ-pipe pulsating nozzle is composed of an upstream 
reduction section with a ratio of (DJD,)^, and a downstream 
section with (D,/(i,)^ Such a ration change would lead to large 
energy losses and would not make the outlet of these nozzles 
strong enough, which can be seen from the following analysis. On 
the principle of fluid mechanics, the energy loss can be represented 
by head loss 

hi = k 
2g 

(3) 

where k is the loss coefficient, and v is the velocity of the nozzle 
exit. An empirical equation for the loss coefficient for a sudden 
diameter reduction is (Philip and Gerhart, 1985) 

*:«0.42 1 (4) 

Based on our practical case, let of i = 10 mm, Z) = 16 mm, then 
k = 0.26. If flow rate Q = 7.21/s, then the head loss A, = 111.6 
m, which is nearly 10 percent of the total pump head. 

For a smooth contoured reduction, we can obtain the loss 
coefficient based on the data given by Gerhart et al. (1985, p. 489), 
so when di/D = 0.6, the value of k for an abrupt reduction is 7 
times more than that for smooth contoured reduction. From this 
datum, if we use smooth contoured reductions design, the nozzle 
energy loss may be deduced. 

A large number of experiments have been conducted in order to 
study the influence of the outlet thickness on the erosion of 
organ-pipe nozzles (Sun et al., 1994, Shen et al, 1987). The results 
indicate that the erosion capability of the jet spray from an organ-
pipe nozzle becomes greater with decreasing exit thickness. This 
decrease, of course, will also decrease the strength of the nozzle 
exit. 

In order to increase the anti-scouring capability of the nozzle 
outlet and decrease the energy loss of the jet flow, the upstream 
reduction is designed as an exponent surface that can generate 
fluctuating pressure efficiently. The downstream reduction is de
signed as a streamlined surface which can feed back turbulent 
pressure and make the jet self-resonate efficiently, as demonstrated 
by experiment (Sun et al., 1993). The coordinate of streamline is 
calculated b y B H T C H H C H H equation (Shen, 1997) 

1 - 1 1 + 
3/' (5) 

Here x is an axial coordinate corresponding to the radius r of the 
stream line pipe, and ro, and r^ are the up and down radii of the 
stream line reduction part, respectively. In our design ro = D/2, 
re = d,/2, and / is the total length of streamline reduction. The 
value of ro, r^ and / can vary with different nozzles. Due to the 
complexity of turbulent flow we cannot design the new nozzle by 
a purely theoretical equation alone. Acoustic analyses and exper
imental study together give the following equation to estimate the 
length of the organ-pipe (Sun, 1993): 

L„ = 
Hndi 

(6) 

where H = 0.5~0.55 is a constant, n is the mode number of the 
organ pipe, S^i = fdi/V is the Strouhal number, and M is the Mach 
number. This new configuration design makes the jet core become 
longer, and can generate a preferable pulsating jet (Sun, 1993). The 
gradual reduction configuration makes the nozzle exit stronger and 
more able to withstand the scouring of jet flow. 

Design of the Profile of the External Expanding Part of the 
Nozzle Outlet. The profile of the external expanding part of the 
nozzle plays a very important role in creating the self-resonating 
pulsation feature of the jet. Experimental results indicate that the 
jet pulsation becomes larger and the jet erosion capability becomes 
stronger if the thickness of the nozzle outlet is less. Suppose there 
is a large number of axi-symmetrical vortices in the jet flow, whose 
axial positions may be distributed at random, and whose vorticities 
concentrated in the central region around the axis, neglecting the 
interferences among vortices. The vorticity equation in polar co
ordinates, which applies to a single axisymmetric moving vortex 
associated with the moving vortex, can be obtained on Navier-
Stokes equation (Shen et al., 1992) 
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where O is vorticity, ip is the velocity potential, v is kinematic 
viscosity, and t is time. By assuming b to be the radius of a vortex 
ring, and U the velocity of the vortex, we can obtain from (7): 

b = p.Olvt, 

C 

(8) 

(9) 

The results show that the radius of the vortex ring becomes larger 
with f°' law. If the radius of the vortex ring increases, a large 
pulsed velocity can be produced. Figure 2 shows that the discrete 
vortex shedding has been formed at the end of organ-pipe resona
tor and gets larger along the wall of nozzle outlet. For an outlet of 
a nozzle such as shown in Fig. 2, some vortices will be destroyed 
due to the "absorption" of the nozzle outlet wall. The case may be 
even worse with a thick nozzle outlet. But the thinner nozzle outlet 
can not bear strong scouring of jet. In order to prevent the vortex 
from breaking down at the nozzle outlet due to "absorption," we 
design the profile of the nozzle outlet as a quarter circular arc, as 
shown in Fig. 3. Another benefit of this design is to overcome the 
head loss due to sudden enlargement of the organ-pipe exit (Ger
hart et al., 1985). It is easy to see this from Fig. 2. When the 
high-velocity jet spray leaves the exit, there is a large velocity 
difference between the jet and ambient fluid, it must cause acute 
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Fig. 2 Interaction Model of vortices and outlet wall of nozzle 

fluid momentum exchange and vortex movement, all of which 
must consume the energy of the jet. 

All in all, our purpose in design the new nozzle was to reduce 
the jet head loss and prolong the nozzle Ufe span, which would be 
demonstrated by the jet erosion efficiency for rock and increased 
real drilling time of the new nozzle in engineering uses. 

3 Experimental Results in Laboratory 

Experimental Facilities. The test equipment we used is 
shown in the paper of Shen et al. (1991) and Sun et al. (1993). A 
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Fig. 3 Diagram of new designed nozzle 
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Fig. 4 The comparison of erosion volume rate of three nozzles 

triplex pump whose pressure head could be varied from 8 MPa to 
30 MPa, and flow rate adjusted from 2 LPs to 10 LPs provides 
high-pressure fluid flow. The test chamber is a plexiglas cell that 
is used to simulate a submerged environment like a well bore. The 
liquid is tap water. All tests are conducted to simulate well bore 
just under atmospheric pressure and normal temperature. The flow 
rate is measured by a volumetric method in our experiments. On 
the top of the frame was an electrical device that is used to raise or 
lower the nozzle. A rock specimen box can be mounted on the 
chassis in the erosion experiments. Mini-extended conventional 
cone and organ-pipe self-resonating nozzles are tested simulta
neously with the newly designed mini-extended and energy con
centrated self-resonating nozzle. The diameter of all tested nozzles 
are di = 10 mm. The thickness of the organ-pipe nozzle exit b is 
6.5 mm, which coincides with the actual engineering size. 

The Results of Rock Specimen Erosion Experiments. For 
the purpose of comparison, we conducted all tests under the same 
pump pressure conditions. There was a little difference among 
their flow rates. Under the condition of pump pressure P = 9.5 
Mpa, the flow rate for the organ-pipe nozzle was 7.2 1/s, cone 
nozzle was 7.17 1/s, and that of the new nozzle was 7.32 1/s. 
Figures 4 and 5 are the results of rock specimen erosion with the 
same pump pressure. Two parameters are adopted to compare jet 
erosion capability. One is the volume erosion rate V, which is the 
erosion volume per second. We used a liquid injection method to 
measure the volume of the removal rate, before measurement, by 
dipping the tested rock sample in water until it becomes saturated, 
then taking it out from the water, and removing the water on the 
surface of the rock simple, and finally injecting liquid into the 
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Table 1 The physical characteristics of the isotropic natural Zibo sandstone 

density 

2.0 g/cm' 

porosity 

15% 

elasticity modulus 

5 X 10' N/m' 

hardness 

5.1 N/m' 

tensile strength 

0.025 N/m-

compressive strength 

0.545 N/m' 

Poisson's ratio 

0.34 

grain-size 

0.05-0.3 mm 

erosion pit until it is full of liquid. We consider the liquid con
sumed as the total volume of erosion created by the jet. The second 
method is the depth erosion rate H that comes from the average 
erosion depth per second. The rock specimen used was isotropic 
natural Zibo sandstone. Its physical characteristics measured be
fore the experiments are shown in Table 1. All erosion tests have 
been repeated three times under the same conditions for precision 
of measurement. The erosion experiment results are showed in 
Figs. 4 and 5. The results show that the volume erosion rate of the 
new nozzle jet is 3.2 times greater than that of the organ-pipe 
nozzle jet and 5.5 times greater than that of the cone nozzle jet. 
Similarly, it was demonstrated that the average depth erosion rate 
of the new nozzle is almost 100% greater than that of the organ-
pipe nozzle jet and 1.8 times greater than that of the cone nozzle 
jet at their optimizing dimensionless stand-off distances. From 
Figs. 4 and 5 we can find that the best erosion dimensionless 
stand-off distance of the new nozzle jet is 9, and the other two 
nozzle jets are 7—9. These results are in agreement with Sheng et 
al. (1991). The results mentioned above show that the new self-
resonating pulsating nozzle jet has the strongest erosion ability 
among the three tested nozzles. 

4 Preliminary Test Results Under Field Drill Engi
neering Conditions and Discussion 

All nozzles used in drilling engineering are made with carbide. 
Table 2 shows probation results of the newly-designed nozzle jets 
mounted on J22 drilling bits at the Dagong oil field in 1996. All 
listed results are compared with the conventional mini-extended 
nozzle jet under very similar conditions. The bits from number 1 
to number 10 are fixed with new mini-extended and power con
centrated self-resonating pulsating nozzles. Every bit is mounted 
with three nozzles. The bits from contrast 1 to contrast 10 are fixed 
with conventional mini-extended nozzles whose lengths are equal 
to the new designed nozzles. The results show that nine tenths of 
the new nozzles can enhance the drilling speed with an average 
31.68 percent, except for two peculiar results, which may be 

caused by unusual formation conditions, see No. 6 and No. 8 in 
Table 2. Moreover, their life test results show all tested nozzles can 
exceed 120 working hours accumulatively, and they are still in 
good working order. All of them can work for the same time as the 
cone nozzle, which is very important for its application in engi
neering. Under very similar conditions, the average fife-span of the 
organ type self-resonating nozzles is 78.82 hours (Shen et al., 
1991). These preliminary field test results demonstrate that the 
gradual reduction configuration makes the newly designed nozzle 
exit stronger and more able to withstand the scouring of jet flow. 

The mechanism that caused the erosion rate of pulsating jet 
improvement under atmospheric condition has been discussed by 
other authors (Johnson, 1982,, 1984; Shen et al, 1991; Garner, 
1980, Sun et al., 1994). Self-resonating pulsating jet afford at least 
three preferable advantage over the cone nozzle jet: (1) more 
cavitation erosion; (2) improved chip cleaning effect; (3) greater 
transient impact pressure for breaking up. That may be true in the 
case of the beginning of an oil well drilling. At a large depth well, 
the ambient pressure becomes high, and the probability of cavita
tion due to jet impact pressure fluctuation and vortices movement 
maybe reduce (Hammitt, 1980). We haven't found a systematic 
study on cavitation in a large depth hole bottom till now. 

For our study, first, the newly designed nozzle jet has less head 
loss, which is benefit to rock breaking up and chip cleaning out. 
Second, the new nozzle pulsating jet form a series of ring vortices 
that across the hole bottom generates a substantial pressure fluc
tuation at this surface. These pulsation of negative pressure should 
overcome most normal hold-down pressure, and thus lift the chips 
previously created by the mechanical bit, even at depths where 
cavitation is suppressed (Shen et al, 1991). Finally, the big peak 
pressure of the jet pressure fluctuation affords greater erosion 
capability in some incompact stratum. 

5 Conclusions 
The experimental data and field test results in drilling engineer

ing indicate that the new mini-extended and energy concentrated 

Table 2 Preliminary test results of new designed nozzles used in drilling engineering 

Serial 
number 

1 
contrast 1 
2 
contrast 2 
3 
contrast 3 
4 
contrast 4 
5 
contrast 5 
6 
contrast 6 
7 
contrast 7 
8 
contrast 8 
9 
contrast 9 
10 
contrast 10 

layers 

s3 
s3 
s2 
s2 
s3 
s3 
Ed 
Ed 
s2 
s2 
si 
si 
s2 
s2 
Ng 
Ng 
Ed 
Ed 
s2 
s2 

drill 
time 
(hr) 

45 
49.9 
63.1 
70 
28.3 
26.5 
19.83 
45.40 
67.8 
64.25 
36.42 
71.83 
56.25 
64.25 
35.00 
34.00 
48.67 
92.75 
31.50 
54.50 

drilling 
speed 
(m/hr) 

3.69 
2.70 
2.96 
2.16 
8.17 
5.38 
7.06 
6.21 
7.06 
5.17 
9.18 
4.36 
6.34 
5.17 

12.26 
15.76 
3.99 
3.39 
4.06 
3.63 

improve 
rate of 
drilling 
speed 

40% 

40% 

52% 

14% 

36% 

111% 

23% 

-29% 

18% 

11.8% 

fluid 
flow 
rate 
(1/s) 

27.8 
27.6 
27.85 
28.0 
33.3 
33.4 
30,5 
30.4 
26 
27.2 
27.5 
27.2 
26 
25.8 
29.4 
29.7 
26.8 
27 
26.2 
26.2 

Pump 
Pressure 

MPa 

20 
20 
19 
20 
20 
21 
19 
19 
17 
19 
17 
17 
17 
17 
16 
17 
16 
17 
16 
17 

Drilling depth (m) 

from 

3259 
3352 
3062 
3084 
2085 
2108 
2430 
2400 
2570 
2520 
2215 
2210 
2609 
2520 
1585 
1400 
2014 
1936 
2862 
2816 

to 

3425 
3485 
3249 
3235 
2317 
2251 
2570 
2682 
3048 
2852 
2553 
2523 
2966 
2851.9 
2014 
1936 
2208 
2250 
2990 
3014 

model 

J22 

Bits 

diameter 
size 

(mm) 

216 
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Investigations of 3D Turbulent 
Flow Inside and Around a 
Water-Jet Intake Duct Under 
Different Operating Conditions 
In this paper the flow field in the intake duct of a model water-jet unit is studied by using 
a commercial 3D CFD code. In order to model the intake duct/hull interaction, the 
computational domain includes a large section of the hull in the vicinity of the intake duct 
opening. Appropriate boundary conditions are used on the far upstream and downstream 
of the duct inlet in order to minimize the effect of the domain boundaries on the flow field 
in the vicinity of the intake duct. Computations are performed for different boat speeds 
andflowrates. In addition, the effects of the impeller shaft, shaft rotation, boat trim as well 
as the traverse flow across the hull are investigated. The results of the computations are 
compared with some preliminary experimental results obtained from model self-
propulsion tests in a towing tank. Good correlation is obtained between the predictions 
and the experimental results. 

1 Introduction 

Marine water-jets have a number of advantages both in terms of 
propulsive efficiency and manoeuvrability over conventional pro
pellers at speeds in excess of 30 knots. Despite these advantages 
their utilization in marine propulsion has been relatively slow due 
to a lack of proper understanding of the flow phenomena in 
water-jets. An area where further studies are required is the de
tailed flow in the intake duct under different boat operating con
ditions. With these further studies we can estimate the energy loss 
through the intake duct and the degree of nonuniformity near the 
inlet of pump and investigate the cavitation caused by the separa
tion near the intake duct lip. 

Previous experimental work in this area has been mainly limited 
to flie measurement of the static pressure along the ramp and the 
lip wall, see for example Okamoto et al. (1993), as well as 
measurement of the exit flow field from the duct, see Aartojarvi 
(1995). Due to the complexity of the problem and the difficulty and 
costs of model tests, more detailed experimental measurements 
have not been made. Also in the development of water-jets, the 
design of the intake duct has an important effect on the thrust 
produced as well as the performance of the pump and the overall 
noise and vibrations. Many manufacturers in fact use off-the-shelf 
components for the pump and nozzles, but use custom designs for 
the intake duct. 

Developments in Computational Fluid Dynamics make it pos
sible to predict the detailed 3D turbulent flow in the intake duct. 
The purpose of the present study is to investigate the validity of 
such an approach for evaluation of the detailed flow field in the 
water-jet intake duct under different boat speeds and operating 
conditions. A number of numerical investigation of the flow field 
in the duct have been reported in the literature, in which either 
potential flow or 2D viscous flow assumption is used. For example, 
Pylkkanen (1994, b, c) and Latorre and Kawamura (1995) per
formed the 2D numerical study of the water-jet inlet pressure 
distribution. Szantyr and Bugaski (1995) and Van Terwisga (1996) 
investigated the 3D potential flow inside and around the intake 
duct of the water-jet. Recently, Sell et al. (1995) and Thumock and 
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Hughes (1997) have computed the 3D viscous flow inside the 
intake duct, but their computations did not include the effect of the 
impeller shaft. 

In this study, the computations are based on the intake duct of 
a model water-jet, designed by British Maritime Technology Ltd. 
Some preliminary test results obtained from the self-propulsion 
tests in the Haslar Hydrodynamic Testing Centre, will be used to 
validate the computational results. The computation domain in
cludes a large region of the hull around the intake duct inlet, in 
order to model the interaction between the duct and the hull. The 
flow in the duct is computed both with and without shaft in order 
to investigate the effect of the shaft on the exit flow field from the 
duct. In addition, the effect of shaft rotation and the traverse flow 
across the hull on the duct flow field is investigated. 

2 Numerical Teclinique 
The commercial general CFD package Fluent (see Fluent, 1996) 

is used in all computations performed in this paper. In the code 
Fluent the 'SIMPLE' algorithm, which uses the finite volume 
method, see Patankar (1981), is used to discretize the momentum 
equation, the continuity equation and the turbulent equations. Then 
these discretized equations are solved iteratively. Body-fitted co
ordinate system is adapted and nonstaggered grid is used in the 
computation. In this paper, the high Reynolds number turbulent 
k-€ model, see Launder and Sharma (1974), is used in all cases in 
the investigations. In the region near wall the wall function, 
logarithmic law of the velocity, is used when y^ > 11.2 and the 
laminar stress-strain relationship is used when y^ £ 11.2, see 
Fluent (1996). 

The schematic diagram of the water-jet intake duct is shown in 
Fig. 1. The duct geometry is that of an existing water-jet model, 
designed and tested by British Maritime Technology Ltd. The duct 
has a rectangular cross-section at inlet which is changed to a 
circular cross-section at the exit. The geometry of this intake duct 
is symmetric. When the impeller shaft is stationary, all the bound
ary conditions are symmetric. Therefore, at first in the investiga
tions in this paper the computational domain is taken to be a half 
of the intake duct. In simulating the cases with rotating shaft and 
when there is a traverse flow across the boat, the computational 
domain includes the whole intake duct. The quasi-cuboid below 
the intake duct is an artificial domain which is taken from the 
vicinity around the inlet of the intake duct in order to model the 
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Pump shaft 

Intake duct 

Boat bottom 

Fig. 1 Schematic diagram of the computational domain for the intake 
duct of the water-jet 

used in the investigation of grid dependency. Both power-law 
scheme and blended second-order upwind/central difference 
scheme, see Leonard (1979), are used in the computations. The 
contours of velocity magnitude of fluid at the central plane of the 
intake duct obtained by using the grid 32 X 90 X 45 and power-
law scheme, the grid 32 X 90 X 45 and second-order upwind 
scheme and the grid 47 X 125 X 61 and second-order upwind 
scheme are shown in Figs. 3(a), 3(b) and 3(c), respectively. By 
comparing Fig. 3(a) where the power-law scheme is used with Fig. 
3(b) where the second-order upwind scheme is used, it is found 
that the patterns in both figures are similar but the details of 
contour, especially near the junction of the shaft and the duct, have 
some differences. It is observed that the contours of velocity 
magnitude of fluid presented in Fig. 3(c) where the cell number 
used in the computation is as twice as that used in Fig. 3(b) are 
quite similar to that shown in Fig. 3(b). Therefore, for the cases 
investigated in the following, when the domain can be considered 
to be symmetric, the grid, as shown in Fig. 2, is used. When the 
shaft is rotating or there is a traverse flow across the hull, the 
condition of symmetry is no longer valid and therefore a mesh 

interaction of the hull with the water-jet. Each side of this quasi-
cuboid except the top side and the symmetric plane is taken far 
away from the inlet of the duct so that the artificial boundary 
conditions on the sides of the quasi-cuboid do not influence the 
results of the solution. Typically, the height and the width of this 
quasi-cuboid are about 4 times and 6.8 times of the width of the 
intake duct inlet, respectively. On the bottom side and the side 
opposite to the central plane the normal component of the fluid 
velocity, M„, and the normal derivatives of other components of the 
fluid velocity and the scalar parameters of the fluid, diji/dn, are set 
to be zero, see Fig. 1. At the duct exit the static pressure, pexn. is 
specified. The static pressure, /?„, is specified downstream of the 
quasi-cuboid as well. Upstream of quasi-cuboid, the static pressure 
is specified when the boat is at bollard pull and the velocity of the 
fluid is specified when the boat is moving. The boundary layer 
thickness and the maximum velocity of the fluid upstream of the 
inlet are specified according to the experimental data. The itera
tions in all the computations in this paper have stopped until 
further iteration of computation has no effect on the results. When 
the computational domain can be considered to be symmetric, a 
typical grid for the half computational domain, which is used in the 
computations when there is an impeller shaft, is 32 X 90 X 45 or 
129600 cells. After this grid is mirrored to another half domain, the 
grid on the wall of the intake duct and the bottom of the boat is 
shown in Fig. 2. A grid 47 X 125 X 61 (or 358375 cells) which has 
as more than twice of cell number as the grid shown in Fig. 2 is 

- ^ g g ^ - s ^ 

Fig. 2 Typical grid on the wall of the water-jet intake duct and the 
impeller shaft, 32 x 90 x 45 after mirroring the mesh to another half of 
computational domain 

Fig. 3(a) Grid 32 x 90 x 45 and first-order scheme 

^'•rrr^''^^ 

Fig. 3(b) Grid 32 x 90 x 45 and second-order upwind scheme 

Fig. 3(c) Grid 47 x 125 x 61 and second-order upwind scheme 

Fig. 3 Fluid velocity at the central plane of the intake duct predicted by 
different grid and scheme 
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Fig. 4 Outline geometry of the intake duct (A) originally designed by 
BIVIT and (B) trim: 4° 

including the whole intake duct is used. For this purpose a 64 X 
105 X 55 grid (or 369600 cells) was used. The blended second-
order upwind/central difference scheme is used in all cases in the 
following as well. 

The outline geometry at the central plane of the intake duct with 
an impeller shaft is shown in Fig. 4 and is labelled (A). Also shown 
in the figure is the geometry of duct (A) after taking into account 
of 4° of trim, labelled (B). 

3 Computations Without Sliaft 

The 3D turbulent flow inside and around the intake duct without 
an impeller shaft under the different boat speeds was investigated. 
In the following only typical results when the boat speed is 1 m/s 
at IVR = 2.2 and the boat is under self-propulsion are presented. 
IVR is the inlet velocity ratio which is defined as the ratio of the 
fluid velocity u, at the cross-section normal to the internal flow at 
the aft of the duct lip to the boat speed u,,, i.e., uju,,. 

The velocity vectors of the fluid near the duct lip is shown in 
Fig. 5(a) and the «-component (axial) contours of the fluid velocity 
at the exit of the intake duct is presented in Fig. 5{b). No separated 
flow near the duct lip is found in the investigations when the 
computation does not include the shaft. 

4 Computations With Stationary Shaft 

When there is a stationary shaft the computations have been 
performed for the boat speed, 0 m/s, 1 m/s, 2 m/s, 3 m/s, and 3 m/s 
with a trim of 4°, corresponding Froude numbers (Fr in short) are 
0,0.2, 0.4, 0.7, and 0.7, respectively. The cavitation usually occurs 
near the duct lip and the shaft will change the flow pattern near the 
duct exit. Therefore, we will concentrate the discussion on the fluid 
flow near the duct lip and in the vicinity of the duct exit in the 
following. 

4.1 Separated Flow Near to the Inlet Lip. The velocity 
vectors of the fluid near to the duct lip obtained in the computa
tions when the boat is at bollard pull, IVR = 2.2 and IVR = 0.9 
for the geometry (A) are presented in Figs. 6(a), 6{b), and 6(c), 
respectively. Clearly there is a separation near to the duct lip in 
Figs. 6(a) and 6(h) when the boat is at the bollard pull and IVR = 
2.2. Comparing the flow pattern near the duct lip in Fig. 6(b) where 
there is a shaft with that in Fig. 5(a) where there is no shaft it is 
observed that the shaft has an important effect on the flow field 
even far upstream of its location. Therefore, even in the investi
gations into the flow field near the duct lip it is also important to 
include the shaft in the computational model. In addition, it is 
observed that the separation near the duct lip will lead to the 
formation of the low pressure zone near the lip and then possible 
cavitation. When the boat speed is increased from 0 m/s (at the 
bollard pull) to 1 m/s (IVR = 2.2), the size of the separation near 
to the lip, see Fig. 6(b), is reduced to about a half of that in Fig. 
6(a). When the boat speed is increased further to 2 m/s and 3 m/s, 

or the inlet velocity ratio (IVR) is reduced to 0.9, the separation 
near to the duct hp disappears, for example see Fig. 6(c). It is 
observed that when the boat speed is increased from the bollard 
pull the stagnation point is moved from the bottom of the duct lip 
to the upside of the duct lip and simultaneously the separated flow 
near the duct lip is reduced and then disappears. Similar results 
were found by Sell et al. (1995). The geometry (A) in the vicinity 
of the duct lip presented in Fig. 4 is quite similar to the one used 
in the experiment performed by Matsumoto et al. (1993). They 
also observed that when IVR is large there is a separated flow near 
the duct lip and when IVR is small there is no separated flow in 
that region. 

4.2 Flow Field at the Duct Exit Plane. The velocity vectors 
of the fluid at the duct exit are shown in Figs. 1(a) and 1(b) when 
the boat speed is 3 m/s (Fr = 0.7) with hull pitch of 0° (IVR = 0.9) 
and 4° (IVR = 0.9), respectively. The results show the presence of 
the region of the secondary flows above the shaft at the duct exit. 
These twin secondary flows make the fluid spiral along the shaft 
and into the pump. The area of the secondary flows is very 
sensitive to the boat pitch angle. With the increase of the boat pitch 
angle, the area of the secondary flows is increased, see Fig. 1(b). 

The H-component contours of the fluid velocity for IVR = 2.2, 
IVR = 0.9 with the trim of 0° and IVR = 0.9 with the trim of 4° 

Fig. 5(a) Velocity vectors of the fluid near the duct lip 

Fig. 5{b) The u-component contours of the fluid velocity at the exit of 
the intake duct 

Fig. 5 Turbulent flow Inside and around the intake duct without an 
impeller shaft. IVR = 2.2. 
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are presented in Figs. 8(a), 8(^), and 8(c), respectively. The pat
terns of the contours presented in Figs. 8(a) and S{b) is quite 
similar to that obtained in the experiment performed by Aartojarvi 
(1995). With the decrease of IVR, or the increase of the boat speed, 
the flow fleld at the duct exit (impeller inlet) becomes more 
uniform. Also significant is the fact that once the actual experi-

, ; t \ \ \ -. -
I I I \ \ \ s 

1 1 \ 
I 1 

Fig. 6(a) At bollard pull 

Fig. 6(b) IVR = 2.2 

Fig. 7(a) Trim: 0° 

Fig. 6(c) IVR = 0.9 

Fig. 6 Velocity vector of the fluid near the duct lip 

Fig. 7(6) Trim: 4° 

Fig. 7 Velocity vectors of the fluid at the exit of the intake duct. 
IVR = 0.9. 

mentally measured pitch angle is taken into account at 3 m/s, the 
duct exit flow becomes more uniform. 

5 Computations With Rotating Sliaft 
In most of the practical situation the impeller shaft has no 

protected cover. In this section we will investigate the effect of 
shaft rotation on the flow pattern in the duct by the change of 
Reynolds number. The effect of the rotating shaft is mainly related 
to the viscous effect of the fluid and therefore Reynolds number is 
used in this section. In the computations the shaft rotation is taken 
as 4400 rpm based on the experimental data and Froude number is 
0.2. When Reynolds number based on the diameter and the fluid 
velocity at the duct exit is 2 X 10' (corresponding IVR is 2.1) the 
velocity vectors of the fluid and the M-component contours of the 
fluid velocity at the duct exit are presented in Figs. 9(a) and 9(c), 
respectively. It is found from Figs. 9(a) and 9(c) that the flow field 
both for the vector and w-component contours of the fluid velocity 
is generally symmetric. Only a very small region of the flow field 
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Fig. 8(a) IVR = 2.2 and trim: 0° 

Fig. 0{b) iVR = 0.9 and trim: 0° 

near to the shaft is influenced by the rotating shaft. To investigate 
the effect of Reynolds number on the results, the rotational speed 
of the shaft and boat speed (or Froude number) were Icept constant. 
When Reynolds number is reduced to 1.1 X 10' (corresponding 
IVR is 1.3), the resulting vectors and the H-component contours of 
the fluid velocity are presented in Figs. 9{b) and 9(d), respectively. 
The secondary flows above the impeller shaft, see Fig. 9(b), and 
the M-component contours of the fluid velocity, see Fig. 9(d), are 
now twisted because of the rotating shaft. Therefore, the effect of 
the rotating shaft on the output flow of the intake duct is large 
when Reynolds number is small but with the increase of Reynolds 
number this effect becomes small. 

6 Computations With Traverse Flow Across tlie Hull 
Sometimes the vessel needs to move in the direction that has an angle 

with the central plane of the vessel, that is, there is a traverse flow across 
the vessel. In the investigation of this situation it is assumed that there is 
an angle of 10 deg between the moving direction and the central plane of 
the boat and Froude number is 0.2. We will investigate the effect of a 
traverse flow across the boat by the change of Reynolds number as well. 
The vectors and the w-component contours of the fluid velocity at the duct 
exit when Re = 2.1 X 10' (IVR = 2.3) are presented in Figs. 10(a) and 
10(c), respectively. It is found that the spiral flows above the impeller 
shaft are twisted because the traverse flow across the inlet of the intake 
duct and there is another large secondary flow below the shaft and in the 
left-hand side as well. The resulting velocity contours, for the 
H-component, is not symmetric, see Fig. 10(c). This increases the flow 
nonuniformity at the pump inlet and therefore noise and vibration. When 
Re is reduced to 9.8 X 10* (IVR = 1.0), the flow at exit of the duct 
becomes even more nonuniform, see Figs. 10(̂ ) and VXd). 

7 Pressure Loss Through the Intake Duct 
The pressure loss is calculated by evaluating the difference in 

mass-averaged total pressure between a given point in the duct exit 
3-3' and the point in the duct inlet, 2-2', see Fig. 4. The duct loss 
of die total pressure for the boat speed 0 m/s, 1 m/s, 2 m/s and 3 
m/s (or Fr 0, 0.2, 0.4, 0.7) in the normal operating conditions are 
shown in Fig. 11. It is observed that at the low speed of the boat, 
for example 1 m/s, the total pressure loss increases quickly with 
the increase of the flowrate through the water-jet. A maximum 
total pressure loss happens when the boat is at bollard pull in the 
investigation. In the range of the high flowrate through intake duct, 
the total pressure loss is smaller at the high boat speed than that at 
the low boat speed. This confirms the conclusion that the water-jet 
efficiency increases with the boat speed. 

8 Effect of Shaft on the Flow Field 
As discussed in Section 4.1, a separated flow occurs near the 

duct lip when IVR is greater than 2.2 for the case when the shaft 
is present. Also the secondary flows, which spiral along the shaft, 
appears above the shaft, see discussions in Section 4.2. Pressure 
coefficients along the intake duct both when the computational 
domain includes an impeller shaft and does not are presented in 
Fig. 12. The pressure coefficient here is defined as 

P. 

kpul 
(1) 

Fig. 8(c) IVR = 0.9 and trim: 4° 

Fig. 8 The u-component contours at the duct exit 

where p is the static pressure, p„ is the pressure at the reference 
point which is set at downstream of the quasi-cuboid domain, see 
Fig. 1, p is the density of the water and M j is the boat speed. In Fig. 
12 the horizontal coordinate, sID, is a length along the intake duct 
to the exit which is normalized by the diameter, D, at the exit of 
the intake duct. The junction points of the ramp, and the lip, and 
the bottom of the boat, respectively, are set as an origin of the 
coordinate. It is observed that the pressure coefficient along the 
ramp in flie vicinity of the inlet of the intake duct when including 
a shaft is similar to the one obtained in the absence of the shaft. 
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Fig. 9(a) Re = 2 x 10^ Fig. 9(c) l̂ e = 2 X 10' 

Fig. 9(ft) Re = 1.1 x 10* 

Velocity vectors of the fluid 

Fig. 9(d) Re = 1.1 x 10= 

The u-component contours of the fluid velocity. 

Fig. 9 Flow field at the duct exit when the shaft rotates. Rotating rate = 4400 rpm and boat speed = 1 m/s (Fr = 0.2). 

Near the duct lip the pressure coefficient when including the shaft 
is slightly different from the one obtained in the absence of the 
shaft. This is because there is separated flow near the duct lip when 
the shaft is included. The most significant effect of the shaft on the 
pressure is only found in the vicinity of the shaft. 

9 Shape of the Stream Tube Entering the Intake 
In practice, the thrust delivered by the water-jet is usually 

predicted by calculating the momentum change between the 
stream tube inlet and the exit of the water-jet. The inlet of this 
stream tube which is used for the control volume to predict the 
thrust is at the cross-section below the ramp tangency point, see for 
example Van Terwisga (1996). The shape of the stream tube inlet 

is usually assumed to be rectangular or elliptic. The dimensions of 
the rectangle (or the ellipse) are unknown. One dimension of the 
rectangle (or ellipse) is usually assumed and then another dimen
sion is determined by the flowrate through the water-jet. In this 
study the predicted results were used to estimate the shape of the 
inlet stream tube. To do this, streamline starting at different depths 
from the hull on section 1-1, see Fig. 4, was traced and at the given 
value of the width (y) the limiting depth z of the streamline 
entering the duct was obtained. The process was then repeated 
across the width and then a series of coordinates (y, z) were 
obtained. By repeating this exercise for different operating condi
tions a range of values was obtained which are presented in Fig. 
13(a). The predicted stream tube shapes are almost half elliptical 
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Fig. 10(a) Re = 2.1 x 10* Fig. 1 0 ( ^ T i r = 2 : i X 10' 

Fig. 10(t>) Re = 9.8 x 10" 

Veiocity vectors of the fiuid 

Fig. 10(c() Re = 9.8 x 10" 

The u-component contours of the fluid velocity 

Fig. 10 The flow field at the duct exit when there is a traverse flow. Boat speed = 1 m/s (Fr =: 0.2). 

in shape. At IVR = 1, the inlet stream tube width is found to be 
about 1.2 times duct inlet width. Generally the depth and width of 
the inlet stream tube increase with increase in IVR, see Fig. 13(Z>), 
in which the variation is shown by a cubic fit with equation. 
Therefore, the depth and width of the inlet stream tube increase 
with the increase of the flowrate through the intake duct and 
decrease with the increase of the fluid velocity upstream of the 
intake inlet (or the boat speed). 

10 Comparison With the Experimental Data 
In this section, the computation results will be compared with 

the data from the preliminary measurements made by British 
Marine Technology Ltd at Haslar Hydrodynamic Testing Centre in 
UK. In these measurements the volume flowrate was measured by 
using a pitot-static tube in the nozzle. In addition, the impeller 

rotational speed, torque and thrust were measured. Also the static 
pressure at locations, pi asidpi, see Fig. 1, was measured. 

Now we define the pressure difference coefficient, Cp, which is 
similar to expression (1). P„ - P m the expression (1) is replaced 
by the pressure difference between the duct static 1 and 2, that is. 

Pi - P2 
(2) 

The pressure difference coefficient, Cp, against the inlet velocity 
ratio, IVR, obtained from both the experiment and the computa
tions for the different boat speed is shown in Fig. 14. It is found 
that the pressure difference coefficient for the different boat speed 
obtained from the computation is now on the same Une of the 
profile. The change in the pressure difference coefficient, Cp, with 
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Fig. 
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11 Total pressure loss through the duct for the different boat speed 

Junction between the 
shaft and the duct 

Fig- 12 Pressure coefficient along the intake duct. iVR = 2.2 
Bottom ol the boat V/D 
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width of the Inlet 
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I— IVR=2.2 
>- IVR=1.4 
•••• IVR=1.0 
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Fig. 13(a) Stream tube inlet 

Data from Figure 13(a) 

b/D = 0.0091 IVR^-0.14361VR^ 
+0.6885IVR+0.11139 

1.5 

IVR 

Fig. 13(b) Depth, b/D, of the stream tube inlet against IVR 

Fig. 13 Shape of the stream tube Inlet 

a. 
O 

— I — 
0.4 0.6 0.8 

IVR 

Fig. 14 Comparison between the numerical results and experimental 
data. Cp: pressure difference coefficient 

IVR, as obtained from the experiment is consistent with the one 
obtained in the computations. This confirms the validity of the 
predictions used in this study. 

12 Conclusions 
Comparison of the predictions obtained by the 3D viscous flow 

solver and the experimental results shows good correlation. The 
following conclusions can be drawn from the computational stud
ies: 

• The presence of the shaft, even when stationary, has an 
important effect on the flow field in the duct, especially near 
the lip region and at duct exit. 

• Shaft rotation and traverse flow across the hull have an 
important effect on the exit flow field from the duct only at 
low Reynolds numbers. 

• The flow field at exit from the duct, i.e., impeller inlet, 
becomes more uniform as the IVR is reduced. 

• The boat trim (or pitch angle) has an important effect on the 
flow field near to the duct exit. 

• The inlet shape of the stream tube entering the intake can be 
assumed to be a half ellipse and the dimensions of this 
ellipse only depends on IVR. Correlation has been derived 
defining the variation of stream tube depth with IVR. 
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Experimental Investigations of 
Steady Flow in a Tube With 
Circumferential Wall Cavity 
The problem of an axisymmetrical laminar flow past a square cavity was treated exper
imentally. The cavity flow patterns obtained in flow visualization were of a special 
interest. Some geometrical features of dividing streamline like coordinates of separate and 
reattachment points as well as the coordinates of the vortex center were measured for a 
range of Re numbers and compared with the numerical results obtained by Stevenson. The 
detected flow patterns were also related to the global pressure-flow characteristic. Two 
zones of laminar flow characterized by the different nonlinear corrections to Darcy's law 
were distinguished. 

1 Introduction 
Stevenson (1973) considered steady laminar flow of a viscous, 

incompressible liquid through a channel formed by a tube of radius 
Rx with a circumferential waU cavity of depth R^ and length L, — 
L2 = R3 (Fig. 1). In his analysis he set the ratio of cavity depth to 
the tube radius to be equal to R^IRx — 1.333. His calculations used 
the Finite Differences Method with the classical assumption of 
nonslip boundary condition on walls and parabolic velocity profile 
sufficiently far upstream of the cavity. He carried out calculations 
for three values of Reynolds numbers Re: 0 (Stokes flow), 50, and 
200. 

A characteristic feature of the considered flow is its partition by 
a separation surface into a core or an axial mainstream responsible 
for the flow rate and a single large vortex filling the cavity 
(Friedman, 1970). The separation surface intersects the channel 
wall along twin closed curves which are seen in an axial cross-
section as the separation point and the reattachment point (Fig. 1). 
Results of Stevenson's calculations show that the flow separation 
appears for Re = 0 and continues to exist throughout the range of 
Re numbers considered. Stokes flow (Re = 0) is a singular limiting 
form of the flow. 

Flows with cavity and separation are studied in numerous re
search centers and concern a wide range of applications, e.g., in 
botany, flows at very low Reynolds numbers (Re < 1) are inves
tigated with ecological purposes in view. Structural constitution of 
plant nutritional vessels is modeled by axisymmetric channels with 
periodically distributed cavities, which are suitable for the study of 
physiological liquid transport phenomena (Jeje and Zimmermann, 
1979; Butterfield and Meyland, 1980; Jeje, 1985; Zimmermann, 
1983; Juritza, 1987; Schulte et al , 1989). 

Moreover, flows with Re of the order of some hundred are used 
for studying the initial stages of clot formation in blood flow. 
Thrombogenesis study was carried out using flow chambers con
nected across an outside-body shunt in dogs (Stevenson, 1973). 
Periodically nonuniform capillary tubes are also frequently applied 
in modeling of inertial effects present in flow through granular 
porous media (DuUien and Azzam, 1973, Lymberopuulos and 
Payatakes, 1992). An additional objective of such experiments is 
to find an appropriate nonlinear correction to Darcy's law at low 
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Reynolds numbers (Cieslicki and Lasowska, 1995, Firdaouss et al., 
1997). 

The existence of vortices in the neighborhood of protruding and 
reentrant corners in Stokes' plane flow was theoretically predicted 
by Moffat (1964). They are related to imaginary eigenvalues of the 
biharmonic operator in the Stokes' equation. In spite of this early 
theoretical work an analytical description of axisymmetric flow, 
even for creeping flow (Re close to zero), presents such difficulties 
(Takematsu, 1966, Tutty, 1988) that numerical solutions are con
sidered best appropriate. For example, Friedman (1970) calculated 
streamlines of an axisymmetric flow with a single square cavity, 
with a constant inlet velocity profile. O'Brien (1972) studied the 
influence of the type of inlet velocity profile for a square cavity on 
cavity flow streamline patterns in plane flow, the shape of the 
separation surface being of foremost interest. 

The flow considered was also studied experimentally. Because 
of difficulties in visualizing axisymmetric flows most experimental 
work was done on plane models e.g., Taneda (1979). The scarce 
work done on axisymmetric models as Jeje (1985), Lasowska 
(1986), and Schonberger (1992) had a rather qualitative character. 

Stevenson's numerical solutions are unique since his rendering 
of streamline patterns is of high precision when compared to those 
in papers mentioned above and taken from such authors as: Stark 
(1972), O'Brien (1972), Payatakes and Neira (1977), Lahbabi and 
Chang (1986), The main purpose of this paper is therefore to 
produce an experimental verification of Stevenson's numerical 
calculations. Cavity flow over a similar range of Reynolds num
bers has been produced and such features as positions (Rs2, R%y) of 
separation and reattachment points and also of the vortex center 
{Re, Lc) were compared to those found by Stevenson (1973). 

The next objective of this work was to answer the question: 
"Does the character of the inlet velocity profile influence the 
recirculation flow streamlines patterns in steady states, or presum
ably not?". Accordingly, research has been undertaken for two 
inlet velocity profiles: a parabolic and a flattened one. 

Additionally, a pressure-flow relation of an axisymmetric chan
nel composed of a number of alternate narrow and wide segments 
with respective diameter d, D and lengths /„, /,„ was measured. The 
cavity dimensions were similar to those in the Stevenson's numer
ical model. The main contribution of our experiments was to 
correlate pressure-flow relation with the detected cavity flow pat
terns. A detailed description of the experimental conditions is in 
Section 2, while the results are presented and explained in Section 
3 and 4. 
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Fig. 1 Definition sitetch 

2 Description of tlie Experiment 
A hydraulic outlay of the experiments is shown in Fig. 2(a) and 

its optical outlay in Fig. 2(b). 
The flow of liquid in models of dimensions: tube diameter d = 

2/f, = 8 mm, cavity depth H = R^ = 10.6 mm, cavity length L = 
Li - L2 = 10.6 mm was hydrostatically induced. Constant pres
sure drop was maintained and adjusted by means of a pair of small 
overflow reservoirs provided at both far ends of the model (Fig. 
2(a). The mass flow rate pQ was measured by weighing the mass 
of liquid which left the model within a given time interval. Also 
recorded was liquid temperature at both ends of the model. The 
volume rate of flow Q supplied the Reynolds number: Re = 
AQ/TTdv. 

Immersion liquids with refractive indexes equal to that of the 
model material (Plexiglas) were used in experiments. (It came out 
that the liquid had to be made optically homogeneous to the model 

Overflow reservoirs 

Pump 

Fig. 2(a) Hydraulic sclieme 
Focusing lens Camera 

Axisymmetrlcal flow channel 

Fig. 2(b) Optic scheme 

Fig. 2 Schematic diagram of experimental apparatus 

walls with an accuracy of four decimal places in the refractive 
index, if optical distortions in the flow images were to be elimi
nated.) The liquids were water solutions of glycerin with addition 
of ammonium rhodanate. They had a refractive index of n^ = 
1.4589, coefficients of dynamic viscosity TJ = 10 or 40 mPas, and 
density p =1.208 g/cm'. Hoppler viscometer was used to measure 
viscosity with accuracy of 0.5 percent. Rheological investigation 
of the properties of the immersion Uquids showed their Newtonian 
character. 

Row visualization by marker particles was applied in the re
search (Fig. 2(b)) The method consists in taking photos (on pho
tographic plates) of the traces of particles dispersed in the flowing 
liquid when they fell within a 0.4 mm thick laser luminous sheet 
along the axial plane of the model. Epoxy resin particles of 40 jam 
in diameter served as markers and their density was made equal to 
that of the surrounding liquid to an accuracy of 0.001 g/cm\ as 
verified by a very precise buoyancy test. Particle traces follow 
liquid streamlines in stationary flow. 

The experiments were performed in isothermal conditions thus 
avoiding variation of optical and mechanical parameters of the 
liquid and any thermal convection. Constant temperature was 
maintained within the ±0.2°C interval. 

Photographs were taken with an exposure time depending on the 
value of Re number and on the concentration of marker particles. 
The series of flow images obtained from the experiments for a 
given value of Re, were analyzed in detail. Coordinate values /fj,, 
Rs2, Rc> Lc were read off from pictures taken in steady flow at a 25 
times magnification. Uncertainties in experimental measurements 
and results are indicated in figures. 

Steady flow was assumed to have been established when suc
cessive measurements showed: 

—reproducible flow rate, 
—unchanged positions of the points of separation, reattachment 

and vortex center. 

Steady-state vortex patterns were observed for all Re number 
values below 330 when the first symptoms of instability onset 
could be detected. For Re < 330 no evidence of periodic or 
aperiodic streamline pattern variations were observed. 

In order to study how the type of inlet velocity profile affects the 
cavity flow streamline pattern, the experiments were carried out on 
two near identical models differing only in their inlet segment 
shapes. Stevenson's assumptions could be reproduced exactly on 
the first model (Fig. 3(a)). Both upstream and downstream of the 
cavity there were suitably selected lengths of tube. Developed 
laminar flow with a parabolic velocity profile was obtained in an 

a) 

b) 

C) 
_n_n_n_n_nLn_rLrm^L" 
~Ln_njnjuu'iJi_n4i-n 

R 
u 

H=L=10 .6mm 

d =8 mm 

jlnllwl 

Fig. 3 Schematic diagram of models used In experiments, (a) Steven
son's model with the parabolic Inlet velocity profile; (b) model with a filter 
and nozzle to obtain the flattened Inlet velocity profile; (c) periodical 
model. 
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Tf^ 

04 06 
Coordinate x/d 

Fig. 4 A typical fiattened velocity profile (Re = 50). Uncertainty in local 
velocity measurement is estimated to be ±0.2 cm/s. 

inlet tube of length I =l20d over the whole range of Reynolds 
numbers in the experiment. The second model (Fig. 3(b)) was 
provided with a filter and a nozzle so as to obtain a flattened shape 
of the inlet velocity profile at the cavity mouth. A short, 2 mm, 
piece of tube was inserted between the nozzle and the cavity to 
produce parallel inflow into the model. 

The model with spatial periodicity (Fig, 3(c)) comprised 64 
segments, alternatively narrow and wide. Their respective diame
ter and length were: d = 3 mm, /„ = 10 mm and D = 7 mm, /„ = 
2 mm. Measurements of the flow characteristics on this model 
were performed as described in Cieslicki (1986) and Lasowska 
(1996). The pressure drop in the model was measured with a 
Fischer and Porter pressure difference converter with an accuracy 
of 0.05 mm HjO (-0.5 Pa). 

3 Results of Experiments 
In Fig. 4 a typical, flattened velocity profile, determined at the 

nozzle end in model (3b) for Re = 50, is shown. It was obtained 
from the measurements on photographs of the length of particle 
traces for fixed exposure times. 

The flattened profile was approximated by a power formula (1): 

V{r) = V,„ 1 (1) 

For the presented profile, the value n = 7.4 is constant within the 
range of investigated values of Re. The value of the exponent n in 
the laminar flow regime depends mainly on the convergence angle 
of the nozzle applied. 

In Fig. 5{a, b) the images of cavity flow streamlines in models 
with parabolic and flattened inlet velocity profiles and for compa
rable values of Re are put together. 

In Fig. 6 the streamline patterns obtained from the Stevenson's 
calculation and from the above-described experiments are com
piled. The dependence of coordinates of the vortex center R^ Lc 
and of the position of the separation and reattachment points Rsi, 
Rs2 on Re numbers as obtained for both the models, and calculated 
by Stevenson (1973) are shown in Fig. l(a, b, c). 

In Fig. 8(fl) the pressure - flow relation of periodical model is 
plotted in a coordinate system J/Q versus Re, where J = t^HIL^, 
(A// - piezometric head, L, - the whole model length). In Fig. 8(/J) 
only a part of this characteristic for Re < 50 is shown. It also 
correlates the low Re numbers range of flow characteristic with the 
geometric flow patterns of cavity streamlines. 

4 Discussion of Results 
The cavity streamline patterns in steady flow when the inlet 

velocity profile is either parabolic or flattened do not show any 

Re1 

Re 16 

Re 150 

Re 8 

Re 50 

Re 230 

Fig. 5(a) Parabolic inlet velocity profile 

Re 08 Re 5 

Re 24 Re 50 

Re 70 Re 120 

Fig. 5(b) Flattened inlet velocity profile 

Fig. 5 Cavity flow patterns in stationary flow of various Re number. 
Uncertainty in Re is estimated to be ±2.5 percent. 

significant discrepancy at respectively the same Re numbers within 
the range of 0.2 to 300. The only small difference occurred for 
very slow Stokes flow (Re < 1) when the shape of the separation 
line for the flattened profile was slightly more bulging toward the 
outside cavity wall. This confirms the calculations of O'Brien 
(1972). 

The cavity streamline patterns calculated by Stevenson (1973) 
and those obtained by experiment agree very well. An increase of 
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ReO Re 50 Re 200 

Re 08 Re 50 Re 230 

Fig. 6 Flow patterns obtained from Stevenson's numerical calculation 
and from experiments 

Re number causes only a small change in the geometrical shape of 
streamlines such as displacement of the separation and reattach
ment points toward the protruding corners of the cavity and some 
"straightening" of separation lines. As a result, the main flow 
practically fails to penetrate the cavity region and bears close 
resemblance to parallel pipe flow. At the same time, the vortex 
center is displaced to the right along the channel axis, which is the 

a) 0.20-

0.10-; 

0.05-

0.00-

• Parabdicvelodty;viscosity= lOmPas 
cv(1/12) A Parabolic velocity; viscosity=40 mPas 

O Rattened velod^,viscocity=40 mPas 
_ P /toxHding to Stevenson 

1.0 10.0 
Re 

100.0 • 

• Parabolic velocity; viscosity = 10 mPas 
A Parabolic velod^ viscosity=40 mPas 
o Rattened velocity; viscosity=40 mPas 
• Accenting to Stevenson 

1000.0 

2 0.5-

S 0.4 

0.3^ 

0.2 

• Paraboiic vaiodty; viscosit 
A Parabolic velodty;viscositj 
o Flattened velocity; viscosity = 
n According to Stevenson 

0.1 1.0 10.0 
Re 

100,0 1000.0 

Fig. 7 Characteristic geometricai parameters of cavity flow against Re 
In models 3a and 3b. (a) Position of reattaciiment point. Uncertainty in 
flsa/Rt is ±0.006; {b) position of separation point. Uncertainty In flss/Rt Is 
±0.008; (c) coordinates of vortex center. Uncertainty in LclR^ is ±0.0175, 
In Rc/Ri is ±0.014. 

0.02-

0.00 

orchheimer (linear) approximation of flow resistance 

Re 

500 1000 1500 200 

Fig. 8(a) The whole flow characteristic. Uncertainty in JIQ in Forsch-
helmer zone is estimated to be ±0.017 s/cm^. 

0.060n 

0.050-

0.040-

0.030-

J/Q 
[s/cm ] 

quadratic approximation of flow resistance 

Re 0.8 Re 

0.1 2 3 1.0 2 3 10.0 2 3 

Fig. 8(b) Low Re numbers range. Uncertainty in JIQ in paraboiic zone 
is estimated to be ±0.01 s/cm^. 

Fig. 8 Resistance to flow of spatially periodic model against Re 

flow direction. Plots of the positions of stationary vortex center, 
separation and reattachment points against Re numbers quantita
tively confirm this observation. No significant difference of be
havior was detected for the two velocity profiles. 

The positions of the separation and reattachment points strongly 
depend on Re values. With Re increasing from Re «̂  1 their 
gradual shift towards the cavity edges was observed. The Stokes 
approximation is thus valid below the limiting value Re «=' 1. The 
third point i.e., the vortex center undergoes some lesser displace
ment above Re = 7. All three points become fixed when Re > 200. 

The results of Stevenson's (1973) numerical calculation shown 
additionally in Fig. 7 (because of the applied logarithmic scale, 
numerical values corresponding to Re = 0 are shown as horizontal 
lines) had been obtained by various methods, so at a Re value there 
is more than one value of the magnitudes considered. Stevenson 
calculated velocity fields in the neighborhood of flow singularities, 
namely, protruding corners, for different numerical schemes; (SV 
and DV), and for different mesh sizes (1/12 and 1/24). SV stands 
for a single-valued vorticity boundary condition whereas DV 
stands for double-valued one. Values calculated according to the 
first scheme (SV) are lower, while those corresponding to the 
second scheme DV are higher. Coordinates of separation and 
reattachment points of the separation line for lower values of Re 
(equal to 0 and 50) proved to be particularly sensitive to the 
method of calculation. For Re = 200 results obtained for both 
schemes were the same. The experimental points lie between the 
values obtained numerically according to both schemes, but they 
are somewhat closer to those of the DV scheme. As it might be 
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expected, for smaller Re, the greater is the calculation accuracy by 
virtue of a decrease in mesh size, the closer is the agreement of the 
calculated results with those of the experiment. It should be stress, 
that a scatter of points due to experimental errors, particularly for 
low Re values, remains well below the discrepancy of numerical 
results obtained from both schemes. 

As seen from Fig. 8(a) there is a linear dependence on Re of 
hydraulic resistance JIQ in the spatial periodicity model. This 
occurs within almost the whole laminar flow zone, so the well 
known Forchheimer Equation (FE) can be used to approximate it: 

J 

Q 
A,+B,Q (2) 

Flow visualization experiments had shown that in the range of FE 
validity the streamline pattern in the mainstream is parallel within 
close limits (Cieslicki, 1988). 

At low Re values a very small deviation from FE was observed 
and this correlates with relatively larger changes in the streamUne 
patterns in the cavity. It results from the latest papers, either 
theoretical (Mei and Auriault, 1991, Firdaouss et al., 1997) or 
experimental (Cieslicki and Lasowska, 1995) that, within this Re 
range, the hydraulic resistance of spatial periodicity models in
creases quadratically with flow rate (or Re) according to Eq. (3): 

- = Ao + Boe' (3) 

This formula loses validity when the main flow fails to encroach 
on the cavity, that is for Re > 100. 

5 Conclusions 
The results of the experiments performed fully confirm Steven

son's numerical results. The partition of the flow into the main core 
and the vortex filling the cavity was observed from the lowest Re 
number of 0.2 upwards. The major consequence of flow partition 
is the absence of mass exchange between the mainstream and the 
annular vortex over a wide range of Re numbers. 

Characteristic geometrical features of the cavity flow such as 
positions of separation and reattachment points and of the vortex 
center as measured and calculated, show very good agreement. In 
the range below Re ^ 50 results of the calculation scheme D'V (as 
compared to SV) seemed to yield results which were somewhat 
closer to those of the experiment. Within the range Re s 1 
geometrical parameters of cavity flow patterns do not change, so 
Stokes approximation can be used for its numerical calculation. 

When increasing the average flow velocity, the cavity volume 
occupied by the stationary vortex expanded by a small amount. 
These changes are particularly pronounced within the range of 
velocities corresponding to the Re numbers from near zero up to 
about 50. A quadratic correction to Darcy's law could be applied 
within this flow range in the spatial periodicity model. With a 
further velocity increase (up to the point of stability loss) the main 
and recirculatory flow volume changes insignificantly and the 
hydraulic resistance increases linearly (Eq.(2)), so that FE is ap
plicable. 

The inlet velocity profile at the cavity mouth does not signifi
cantly affect the geometric patterns of streamlines in the steady-
state flow conditions. So the character of the studied flow is 
dominated by the cavity dimension ratio only. 

To the best of our knowledge, during twenty five years since the 
publication of Stevenson's (1973) work none of the numerical 
calculations presented by other authors were as close to experi
mental results as his are. Therefore, we feel obliged to give 
prominence to the great precision of Stevenson's calculations and 
to the correctness of his choice of boundary conditions. 
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Flow Measurements in a 
Fishtail Diffuser With 
Strong Curvature 
The paper presents detailed measurements of the incompressible flow development in a 
large-scale 90 deg curved diffuser with strong curvature and significant streamwise 
variation in cross-sectional aspect ratio. The flow path approximates the so-called fishtail 
diffuser utilized on small gas turbine engines for the transition between the centrifugal 
impeller and the combustion chamber. Two variations of the inlet flow, differing in 
boundary layer thickness and turbulence intensity, are considered. Measurements consist 
of three components of velocity, static pressure and total pressure distributions at several 
cross-sectional planes throughout the diffusing bend. The development and mutual inter
action of multiple pairs of streamwise vortices, redistribution of the streamwise flow under 
the influence of these vortices, the resultant streamwise variations in mass-averaged 
total-pressure and static pressure, and the effect of inlet conditions on these aspects of the 
flow are examined. The strengths of the vortical structures are found to be sensitive to the 
inlet flow conditions, with the inlet flow comprising a thinner boundary layer and lower 
turbulence intensity yielding stronger secondary flows. For both inlet conditions a pair of 
streamwise vortices develop rapidly within the bend, reaching their peak strength at about 
30 deg into the bend. The development of a second pair of vortices commences down
stream of this location and continues for the remainder of the bend. Little evidence of the 
first vortex pair remains at the exit of the diffusing bend. The mass-averaged total pressure 
loss is found to be insensitive to the range of inlet-flow variations considered herein. 
However, the rate of generation of this loss along the length of the diffusing bend differs 
between the two test cases. For the case with the thinner inlet boundary layer, stronger 
secondary flows result in larger distortion of the streamwise velocity field. Consequently, 
the static pressure recovery is somewhat lower for this test case. The difference between 
the streamwise distributions of measured and ideal static pressure is found to be primarily 
due to total pressure loss in the case of the thick inlet boundary layer. For the thin inlet 
boundary layer case, however, total pressure loss and fiow distortion are observed to 
influence the pressure recovery by comparable amounts. 

Introduction 

Diffusing bends are used in a diverse range of industrial appli
cations. One particular application, comprising the focus of the 
present investigation, is the case of small gas-turbine engines 
utilizing a centrifugal impeller as the last compressor stage. In this 
instance, the high-kinetic-energy radial flow at the impeller exit is 
to be efficiently diffused and redirected into a combustion cham
ber. In the pipe diffuser and fishtail diffuser configurations this task 
is accomplished by a series of diffusing passages wrapped around 
a radial-to-axial turn (Kenny, 1968; Reeves 1977; Blair and Russo, 
1980). The diffusion and redirection must be achieved over the 
shortest possible length to avoid penalties in terms of engine 
diameter and weight. At the same time, it is essential to minimize 
total pressure losses and maintain minimal flow distortion at the 
diffuser exit, the latter constraint being imposed by the desire to 
maximize the static pressure recovery during diffusion and the 
combustion efficiency in the combustion chamber. Some current 
fishtail diffuser designs incorporate straightening vanes near the 
diffuser exit in an attempt to reduce the cross flows in the dis
charging flow at the expense of extra weight and manufacturing 
difficulties. 

Despite the difficulty in establishing an optimum trade-off be
tween the conflicting requirements of aerodynamic efficiency. 

Contributed by the Fluids Engineering Division for publication in tlie JOURNAL 
OF FLUIDS ENGINEERING, IWanuscript received by the Fluids Engineering Division 
September 15, 1998; revised manuscript received February 11, 1999. Associate 
Technical Editor: D. R. Williams. 

compactness, and discharge conditions suitable for efficient com
bustion, very few studies have been conducted on the fundamental 
physics of the flow evolving in such geometries. The nature of the 
flow through straight diffusers is well understood and detailed 
performance charts for such configurations have been established 
(e.g., Dolan and Runstadler, 1973). Likewise, the development of 
streamwise vorticity and the associated redistribution of the 
streamwise flow as well as generation of losses in constant-area 
bends have been investigated fairly extensively for developed as 
well as developing flows (e.g., Rowe, 1970; Agrawal et al, 1978; 
Humphrey et al., 1981; Taylor et al., 1982). In contrast, relatively 
few studies have considered the case of simultaneous diffusion and 
turning of flows. Among them are the works of Fox and Kline 
(1962), Sagi and Johnston (1967), Parsons and Hifl (1973), Mc
Millan (1982), and Wellborn et al. (1992). However, none of these 
studies considered strong curvature or substantial streamwise vari
ation in the cross-sectional aspect ratio, both of which are charac
teristics of fishtail diffusers. The work of Blair and Russo (1980) 
is one study that investigated such geometries. In that study, 
however, the extent of the measurements did not allow for a 
detailed account of the flow development. The first phase of the 
present investigation (Yaras, 1996) consisted of measurements at 
the inlet and exit of a scaled up fishtail diffuser typical of those 
utilized on small aero-engines. Those measurements quantified the 
extent of three-dimensionality of the flow discharging from the 
diffuser, the overall total pressure loss, the static pressure recovery, 
as well as the effects of inlet mean-flow nonuniformities on these 
aspects of the flow. However, absence of measurements within the 
diffuser prevented identification of the flow phenomena responsi-
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ble for some of the observed trends. The present work consists of 
detailed measurements at several cross sections throughout the 
diffuser, providing a clear account of the flow evolution. 

Flows with substantial streamline curvature and secondary flows 
developing under the influence of cross-stream pressure gradients 
continue to defy precise numerical simulation, primarily due to the 
limitations of current Reynolds-stress models. In addition to pro
viding the basis for understanding the physics of the flow in fishtail 
diffusers, by virtue of its detail and accuracy, the present set of 
measurements forms a reliable test case for future numerical 
simulation efforts. 

Fishtail diffusers on gas-turbine engines experience compress
ible and unsteady inlet flow conditions with highly nonuniform 
spatial distributions of velocity and elevated levels of turbulence. 
The present work examines the effect of spatial distribution of the 
inlet velocity and to some extent that of the inlet turbulence 
intensity on the development of the flow in the diffuser. Investi
gation of the effects of compressibility and unsteadiness is envis
aged in subsequent phases of this project. 

Experimental Apparatus 

Diffuser Test Section. Measurements were carried out in the 
test rig shown schematically in Fig. 1. Longitudinally, the diffus
ing part of the rig consists of four sections, with each section 
further partitioned into symmetric upper and lower halves. The 
first section provides a conical flow path with an inlet diameter of 
193.7 mm and an included angle of 6.15 degrees. In the subsequent 
three sections the flow path turns by 90 degrees along a centerline 
with a radius that is 4.36 times the inlet diameter of the diffuser. In 
these sections, the cross section of the flow path becomes increas
ingly more oblong with downstream distance while the cross-
sectional area continues to increase linearly until it reaches a size 
that is 3.42 times the inlet area of the diffuser. Beyond the 90 deg 
diffusing bend, the cross section of the flow path remains un
changed through the tail duct. Pertinent geometric information on 
the flow path is summarized in Fig. 2{b). This geometry approx
imates a scaled-up version of typical fishtail diffuser geometries 
utilized in small gas-turbine engines, with the inlet of the test rig 
corresponding to the throat of these in-service diffusers. Further 
details on the design and manufacturing of the test rig are given by 
Yaras (1996). 

Fig. 1 Schematic of the fishtail diffuser test section 

An open-circuit wind tunnel is used as the wind source for the 
diffuser rig. A variable-speed centrifugal fan draws in ambient air 
and delivers it through a honeycomb into a circular settling cham
ber containing three screens. At the exit of the settling chamber the 
air passes through two contractions of 9:1 and 4.4:1 contraction 
ratios followed by a PVC pipe of 7.87 length-to-diameter ratio that 
leads to the inlet of the diffuser test rig. For the test case with 
thicker boundary layer at the diffuser inlet, a trip ring (Ar/r^ = 
0.125, Ax,/Ar, = 0.8) was installed at the inlet of the pipe. 

Instrumentation. All pressures were measured with 
capacitive-type pressure transducers. The transducer outputs were 
converted to digital form with 12-bit resolution. A motorized 
traversing gear mounted on the inlet pipe allowed radial traverse of 
the diffuser inlet flow. This measurement plane (Plane A) is 
located sufficiently upstream of the diffuser inlet to avoid any 
influence of the diffuser on the local static pressure profile. Radial 
distribution of the velocity was measured at twelve evenly-spaced 

N o m e n c l a t u r e 

A = local cross-sectional area 
B = blockage factor = 

1 - (V/VCDA 

Cp = (P - PA)I\PVILA = static pres
sure coefficient _ 

Cp = (P - PMPCIAVI = mass-
averaged static pressure coeffi
cient 

Cpo = [(Po)cu - POVIPVLA = total 
pressure coefficient 

= [(Po)cLA - PoVipoiAVl = mass-
averaged total pressure coefficient 
P(VJ + VMPC^AVI = mass-

averaged secondary kinetic energy 
coefficient 
half-height of the diffuser side 
walls; refer to Fig. 2(a) 
diffuser centerline length 
static pressure 
stagnation pressure 

r = radius of the upper and lower 
walls; refer to Fig. 2(a) 

Tu = turbulence intensity 

C 

C„, = 

h = 

L 
P = 

Pn = 

V = velocity 
X, y, z = orthogonal curvilinear coordi

nates; X axis is tangent to the 
centerline of the flow path 
with X = Q &t the inlet of 
the diffuser; refer to Fig. 2ia) 

a = (\IAVl) / V^VM = ki
netic energy factor 

a„ = {\IAVl) J VldA = primary-
flow kinetic energy factor 

a^,, a,2 = flow direction in the x-y and 
x-z planes, respectively 

Ar, = height of the trip ring 
Ax, = thickness of the trip ring 

S = boundary layer thickness 
6* = / ; r ' (1 - V/VMr = 

boundary layer displacement 
thickness 

e = IT' (1 - V/V,)V/VJr = 
boundary layer momentum 
thickness; also used for the 
turning angle of the diffuser 
centerline; refer to Fig. 2(a) 

p = density 
cp = circumferential coordinate; re

fer to Fig. 2(a) 
u) = vorticity, nondimensionalized 

by the radius and VCL of 
Plane A 

Subscripts 

CL = centerline 
e = boundary-layer edge value 

X, y, z = components in the x, y and z 
directions 

A, B = cross-sectional measurement 
Planes A and B; refer to 
Table 1 

Superscripts 

~ = area-averaged quantity 
" = mass-averaged quantity 
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Fig. 2 Geometry of the diffuser flow path 

circumferential positions. A pitot probe of 0.5 mm tip diameter 
was used for these measurements. The static pressure was obtained 
from a pressure tap on the pipe wall located at the same streamwise 
position. 

Measurements of total pressure, static pressure, and three com
ponents of velocity were carried out at four cross-sectional planes 
within the diffuser using a miniature seven-hole pressure probe in 
non-nulling mode. The probe tip diameter is 2.1 mm and is of 
conical geometry with an included angle of 60 degrees. The probe 
pressures were measured through a scanning valve. The locations 
of the measurement planes are listed in Table 1. The number of 
data points in these planes varied from about 700 points in Plane 
B to about 1100 points in Plane E, providing very detailed reso
lution of the flow. It would have been sufficient to document one 
half of each cross-sectional plane since the diffuser geometry is 
symmetric with respect to the x-z plane (Fig. 2) and the inlet flow 
was fairly axisymmetric for both of the test cases considered. 
However, preliminary analysis of the results showed slightly larger 
discrepancy between the mass-flow rates of Planes A to E when 
the integration was performed over only one half of each plane. 
The discrepancy was more noticeable for Case II, the test case with 
relatively larger circumferential nonuniformity in Plane A. This 
would have increased the uncertainty in the mass-averaged flow 
parameters presented herein, overshadowing some of the real 
trends in these quantities. Therefore, complete measurement of 
each cross-sectional plane was opted for, yielding integrated mass-
flow rates for Planes A to E that remained within one percent of 
each other. 

The seven-hole probe was calibrated in 3 deg steps up to 27 
degrees of flow misalignment and in 5 deg steps from 25 to 50 
degrees of flow misalignment. The calibration was checked regu
larly during the experiments. The calibration was performed at a 
Reynolds number corresponding to the mean velocity in Plane D 
of the diffuser. Tests on the variation of the probe calibration with 
Reynolds number showed only small sensitivity. 

An uncertainty analysis, as described by Moffat (1982), was 

performed to establish the error estimates for the dynamic and total 
pressures and the local flow direction measured with the seven-
hole probe. In this analysis, first the uncertainty in the seven 
pressures of the probe was evaluated. This step accounted for 
repeatability errors for the measurements in the diffuser test rig as 
well as for propagation of uncertainties such as those associated 
with the pressure-transducer calibration curves. The corresponding 
error estimates in the measured flow variables were then combined 
with the errors introduced by the biquadratic interpolation scheme 
used in conjunction with the calibration curves of the probe. Based 
on this analysis, the velocity and total pressure extracted from the 
probe are estimated to be accurate to within one percent of the 
diffuser-inlet centerline velocity and dynamic pressure, respec
tively. Outside the stalled region of the diffuser flow, the error in 
the measured flow direction is estimated to be within ±0.9 
degrees. 

The design of the test rig allows for motorized traverse of the 
probe in the y oxz directions. For instance, with the traversing gear 
mounted as shown in Fig. I, motorized traverses are performed in 
the y direction. For traversing a complete cross-sectional plane in 
this configuration, the probe is repositioned manually along the z 
direction after each motorized traverse in the y direction. Multiple 
mounting ports for the traversing gear, distributed along the length 
of the diffuser, allow probe access to cross-sectional planes 
throughout the diffuser. Similar mounting ports exist on the outer 
wall of the lower half of each section, providing for motorized 
traverse in the z direction. When not in use, the probe stem and 
pressure tubing access holes, each of 6.4 mm diameter, are sealed 
from the inside with thin adhesive tape. The seven-hole probe data 
presented in this paper were obtained with motorized probe motion 
in the y direction. 

Once the traversing gear is mounted at the appropriate port, fine 
adjustment of the probe tip position in the streamwise (x) direction 
is accomplished by sliding the probe in its holder relative to the 
probe stem. For motorized traverses in the y direction, manual 
positioning along the z axis is performed with the aid of an 
alignment/positioning device designed for use on this test rig 
(Saroch, 1996). This device also provides for referencing the probe 
position in the y direction and establishing its orientation relative 
to the curvilinear reference axes shown in Fig. 2(a). The probe 
position and its orientation relative to the reference axes are 
estimated to be accurate to within ±0.20 mm and ±0.1 degrees, 
respectively. 

Experimental Results and Discussion 

Diffuser Inlet Flow. All measurements were performed at a 
Reynolds number of 7.25 ± 0.1 X 10' based on the diameter and 
the spatially-averaged velocity at the diffuser inlet. The corre
sponding Mach number was less than 0.2. 

The flow development through the diffuser was measured for 
two variations of the inlet boundary layer thickness (S = 0.89, 
0.94). These configurations were among the five test cases for 
which the diffuser exit flow was measured (Yaras, 1996). In that 
study, distinct variations in the streamwise and secondary flow 
pattern of the discharging flow was observed particularly between 
these two configurations, hence their selection for the present 
investigation. The integral boundary layer parameters extracted 
from pitot-probe measurements in Plane A are given in Fig. 3. The 

Table 1 Location of the measurement planes 

xlL 

Plane A 
Plane B 
Plane C 
Plane D 
Plane E 

0.076 
0.190 
0.416 
0.599 
0.752 

0.0 
0.0 

31.7 
63.5 
90.0 
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Fig. 3 Integral boundary-layer parameters in Plane A (uncertainty in 
67r>i = +0.002 and in alti = +0.002) 

circumferential distributions of the displacement and momentum 
thicknesses in Case II are not as uniform as those in Case I. This 
variation is the result of a small asymmetric step that existed at the 
joint of the contraction and the approach pipe in Case II. The 
boundary-layer shape factor, S*/e, is within the range of 1.2 to 
1.35 for both test cases. The velocity profiles shown in Fig. 4 are 
typical of the profiles measured at all circumferential positions. 
The velocity distribution outside the boundary layer is seen to be 
essentially uniform, although the extent of this inviscid core is 
evidently quite small for Case I. Spatial variations in the core-
velocity magnitude of Case II remained within ±0.5 percent of the 
centerline velocity, Va.- Seven-hole probe measurements in the 
same measurement plane confirmed that the velocity distribution 
remained uniaxial for both test cases. 

Significantly higher levels of turbulence intensity is observed in 
Fig. 4 for the case with a trip ring installed at the pipe entrance. 
These distributions of turbulence intensity were measured with a 
single-hot-wire probe. Increased turbulence at the inlet of straight 
diffusers is known to enhance static pressure recovery (Cutler and 
Johnston, 1981; Klein, 1981). Augmented mixing caused by in
creased freestream turbulence would tend to delay separation and 
reduce blockage at the outlet, thereby yielding improved pressure 
recovery. In curved diffusers this effect of turbulence is likely to be 
diminished since secondary flows caused by the flow turning 
would have a significant influence on the boundary layer develop
ment along the diffuser walls. On the other hand, the flow path on 
the present test rig is of straight, conical geometry prior to the 
diffusing bend. Changes in the turbulence intensity of the incom
ing flow may therefore influence the flow in the diffusing bend 
through its effect on the boundary layer development in the conical 
section. 

Flow Development in the Diffuser. In this section the devel
opment of the diffuser flow is discussed through examination of 
several flow quantities. Figures 5(a) and 6(a) illustrate the stream-
wise and cross-stream velocity distributions at four cross-sectional 
planes for each of the test cases. The streamwise (x) velocity 
distributions are nondimensionalized by the spatially averaged 
value of the streamwise velocity within the corresponding mea
surement planes. Reference vectors for these mean velocities are 
also given in the figure to provide a sense for the relative magni
tudes of the secondary velocities, i.e. flow angularity, as well as the 
overall streamwise deceleration through the diffusing bend. Cor
responding streamwise vorticity distributions, extracted from the 
velocity data, are presented in Figs, 'bib) and 6(i'). The vorticity is 
nondimensionalized by the radius and centerline velocity of Plane 

A. In order to clearly illustrate the distribution of vorticity for the 
bulk of the flow in each plane, the range of the vorticity scale for 
Plane B was chosen to be twice as large as that of the remaining 
planes. For the same reason, these ranges were selected to exclude 
the considerably larger magnitudes of streamwise vorticity asso
ciated with the thin boundary layer along the walls. The peak 
magnitude of the nondimensional streamwise vorticity in this layer 
was roughly 1, 15, 10 and 1 for planes B to E respectively. Finally, 
distributions of the total pressure coefficient are presented in Fig. 
5(c) and 6(c). 

Plane B. The diffuser flow path is of conical shape up to Plane 
B. Comparison of the axial velocity distributions for the two test 
cases in this measurement plane reveals somewhat higher circum
ferential nonuniformity for Case II. This is consistent with the 
corresponding circumferential distributions of the boundary layer 
thickness in Plane A. Relatively higher axial velocity is evident in 
the vicinity of the waU for Case I. This is due to augmented 
momentum exchange between the fluid near the wall and the 
remainder of the flow caused by higher levels of turbulence in this 
test case (Fig. 4). 

Deviation of the velocity vectors from the axial direction would 
be expected in keeping with the conical flow path preceding this 
measurement plane. However, the observed secondary velocity 
distribution does not follow an axisymmetric pattern, exhibiting 
some upstream influence of the cross-stream pressure gradients 
developing in the 90-degree bend which commences slightly 
downstream of Plane B. This effect is also evident in the vorticity 
plots where streamwise vorticity of opposite sign is observed along 
the upper and lower portions of the diffuser wall. In any event, the 
flow angularity in this measurement plane is quite small, with the 
flow remaining within three degrees of the axial direction. 

The total pressure distribution in Plane B shows a significant 
region of loss-free fluid for Case II. For Case I, however, an 
inviscid core is no longer present due to the thicker boundary layer 
at the diffuser entrance and enhanced mixing between the core and 
the boundary-layer fluid induced by relatively high levels of tur
bulence. 

Plane C. Strong secondary flows associated with a pair of 
streamwise vortices of opposite sense of rotation is evident in 
Plane C. The formation of such vortices is well known from 
studies in constant-area bends (e.g., Rowe, 1970, Agrawal et al, 
1978). Comparison of the cross flows or the streamwise vorticity 
for the two test cases indicates notably stronger vortices for Case 
II, the case with a thinner boundary layer at the diffuser inlet 
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(Plane A). In contrast, the work of Taylor et al. (1982) on constant- 
area bends showed the strength of these vortices to increase with 
increasing boundary layer thickness at the inlet. The initial devel- 
opment of streamwise vorticity in a bend is due to the vortex lines 
within the inlet boundary layer developing a streamwise compo- 
nent. In the present diffusing bend, the segments of the circum- 
ferential vortex lines lying in the plane of the bend, i.e., along the 

upper and lower walls, are expected to rotate during the initial 
portion of the bend resulting in the development of streamwise 
vorticity. Through inviscid flow theory, the magnitude of this 
streamwise vorticity can be related to the flow turning and the 
amount of vorticity contained within the inlet boundary layer in the 
plane of the bend (e.g., Squire and Winter, 1951; Hawthorne, 
1951). The overall circulation within the boundary layer in Plane 
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A is dictated by the core velocity. However, the magnitude of this 
circulation is altered by the adverse streamwise pressure gradient 
experienced by the flow as it passes through the conical portion of 
the diffuser preceding the 90-degree bend. The axial velocity 
profiles given in Fig. 7 indicate that the bulk of the flow has 
decelerated to a larger extent in Case I due to the fuller boundary 
layer velocity profile in this test case. Thus, a larger portion of the 
vorticity contained within the boundary layer of Plane A is de- 
structed between Planes A and B in Case I compared to Case II. 
The lower levels of streamwise vorticity associated with the vortex 
pair in Case I may thus be attributed to this difference in the 
overall vorticity contained in the boundary layer just upstream of 
the bend. 

Considerable redistribution of the streamwise flow is evident 
under the influence of the cross flows induced by the pair of 
vortices. Cross-stream pressure gradients set up by this redistribu- 
tion result in substantial streamwise vorticity production within a 
thin layer of fluid along the walls. This vorticity sheet is clearly 
visible in Figs. 5(b) and 6(b) and, as was noted earlier, the vorticity 
levels in this sheet are significantly larger than the limits of the 
vorticity scales given on these figures. In each symmetric half of 
the measurement plane, interaction between this vorticity sheet and 
the adjacent vortex comprising vorticity of opposite sign is likely 
one of the mechanisms influencing the overall circulation of this 
vortex as it evolves in the streamwise direction. In fact, this 
interaction may help explain the trend of increasing vortex strength 
with increasing inlet boundary layer thickness observed by Taylor 
et al. (1982). Provided the overall vorticity of the inlet boundary 
layer is maintained, increasing the thickness of the boundary layer 
would merely spread the vorticity lines within the boundary layer. 
It is plausible that this would lead to reduced interaction between 
these vorticity lines (once they develop streamwise components) 
and the aforementioned vorticity sheet developing along the walls 
of the bend. In the present study, this effect appears to be more 
than offset by the differing circulation within the boundary layer 
upstream of the bend between the two test cases. 

The net radial mass flux associated with the movement of 
high-momentum fluid towards the outer wall in Case II is seen to 
have produced a region of fluid with very small streamwise mo- 
mentum along the inner wall (Fig. 6(a)). Such a region of low- 
momentum fluid is also evident in Case I (Fig. 5(a)) but is much 
thinner due to weaker cross flows and lesser gradients of stream- 
wise momentum in Plane B of this case. Finally, the distributions 
of the total pressure coefficient in Figs. 5(c) and 6(c) reveal that the 
faster moving fluid in the outer half, originating from the core 

J o u r n a l  o f  F l u i d s  E n g i n e e r i n g  

region of Plane B, has experienced very little loss between the two 
measurement planes. 

Plane D. Secondary-flow velocities in Plane D are observed to 
be considerably smaller than those in Plane C, particularly for Case 
II. This is consistent with the reduced levels of vorticity contained 
in the vortex pair compared to the levels in Plane C. As was noted 
earlier, interaction between the vortex pair and the vorticity sheet 
along the walls is one mechanism that may contribute to this 
diminishing strength of the vortex pair. Comparison of the vortic- 
ity distributions in Planes C and D indicates that the vorticity 
attributed to the vortex pair is convected along the inner wall 
towards the symmetry plane under the influence of the cross flows. 
This convection is seen to have brought the pair closer to each 
other, particularly for Case II where the cross flows are stronger. 
Thus, in this instance mutual interaction of the pair is another 
possible mechanism for their diminishing strength. 

In constant-area ducts with bend radius to hydraulic diameter 
ratios of 2.3 and 12, Taylor et al. (1982) and Rowe (1970) 
observed cross flows to reach their peak levels at 60 and 30 
degrees into the bend, respectively. On the other hand, in the 
present diffusing bend, with the bend radius to hydraulic diameter 
ratio varying from 4.36 at the inlet to 2.36 at the exit, peak 
secondary flows are seen to occur at about 30 degrees into the 
bend. Based on these trends, it seems likely that a factor additional 
to the bend curvature contributed to the vortex pair reaching its 
peak strength at a notably smaller angular distance into the bend in 
the current experiments than in the work of Taylor et al. Stream- 
wise deceleration of the flow through the diffusing bend would 
tend to increase the duration of interaction between regions of fluid 
of opposite signs of vorticity noted in the previous paragraph. One 
might expect this effect to reduce the peak strength of the vortex 
pair and cause this peak to occur at a smaller angular distance into 
the bend. 

In each symmetric half of the measurement plane, there is 
evidence of a second vortex embedded in the first one, and com- 
prising vorticity with an opposite sense of rotation. Vorticity with 
this sense of rotation has been observed in previous studies in 
constant-area bends (e.g., Rowe, 1970; Agrawal et al., 1978; 
Taylor et al., 1982). While this vorticity is of the same sign as that 
associated with the thin vorticity sheet along the inner wall, there 
is no evidence that it is merely the result of fluid within this sheet 
being convected by the cross flows induced by the first vortex pair. 
It is more likely due to streamwise vorticity production under the 
influence of cross-stream pressure gradients. In fact, the pressure 
distributions in Figs. 5(c) and 6(c) reveal that such production of 
vorticity must have started just downstream of Plane C. For in- 
stance, the fluid in the upper and lower portions of Plane C for 
Case lI clearly experiences pressure gradients suitable for the 
production of vorticity with this rotational sense. This second 
vortex pair would be expected to be somewhat weaker for Case I 
due to the relatively smaller cross-stream pressure gradients pre- 
vailing in this case. Comparison of the vorticity distributions in 
Plane D for the two test cases confirms this anticipated trend. 

Further, redistribution of streamwise momentum by the cross 
flows between Planes C and D is seen to have caused considerable 
growth of the low-momentum flow region by the inner wall, 
especially for Case II. At the same time, fluid of somewhat higher 
momentum convected by the cross flows has formed a thin layer 
along the inner wall, effectively lifting the region of low momen- 
tum fluid off the wall. Finally, examination of the total pressure 
distribution in this plane reveals that the high total pressure core 
fluid in Plane B, now spread along the outer wall, has continued to 
experience little loss between planes C and D. 

Plane E. Vorticity plots for this plane reveal significantly 
reduced levels of streamwise vorticity for the first vortex pair 
except for narrow strips along the upper and lower walls. This is 
consistent with the anticipated destruction of such vorticity under 
the influence of cross-stream pressure gradients prevailing in this 
region of the flow. On the other hand, the second pair of vortices, 
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first observed in Plane D, are now somewhat more established. In 
accordance with this vorticity distribution, the secondary velocities 
in Figs. 5(a) and 6(a) show a flow pattern dominantly influenced 
by the second pair of vortices, particularly for Case II. 

The distribution of streamwise velocity resembles that of Plane 
D with a notable region of low momentum fluid by the inner wall. 
A slight reduction in the relative extent of this low-momentum 
region is evident between these planes, particularly for Case II. 
The layer of relatively high-momentum fluid by the inner wall that 
was observed in Plane D is no longer present. This is expected 
since the secondary flows induced by the first vortex pair that were 
responsible for this layer have significantly diminished at this 
streamwise position. In fact, in Case II fluid of high streamwise 
velocity along the upper and lower walls of Plane D has now been 
pushed back toward the outer wall by the cross flows of the second 
vortex pair. 

Mass-Averaged Quantities. Applying the conservation of 
energy principle to the flow between the inlet plane and a cross 
section inside the diffuser yields 

PA + ^ aAVl = P + ^oiVl + (Po, - Po) (1) 

where a is the kinetic energy factor defined as 

a 
1 

V^V,dA (2) 

Writing Eq. (1) in terms of pressure coefficients yields, 

a Ivy . 
C . = l - - T>̂  + ( C p „ - C , J (3) 

The kinetic energy factor is an indicator of the excess kinetic 
energy of a flow compared to a unidirectional plug profile of the 
same flow rate. Through Eq. (3), stagnation pressure loss and 
nonuniformity of the velocity field are seen to be the two mech
anisms that may be responsible for the less-than-ideal pressure 
recovery of a diffuser. 

Streamwise variation of the mass-averaged total pressure coef
ficient in Fig. 8(a) displays somewhat higher loss generation for 
Case I within the conical path preceding the bend. This is expected 
in light of the significantly smaller extent of the inviscid core and 
elevated levels of turbulence at the diffuser inlet of this case. 
Within the initial 30 deg portion of the bend, the flow in both test 
cases experiences the same amount of pressure loss despite the 
development of stronger cross flows and larger gradients of 
streamwise velocity in Case II. Possible mechanisms that may 
contribute to the generation of loss are the development of the 
boundary layer along the walls and mixing within the bulk of the 
flow induced by cross flows and gradients of the streamwise 
velocity. It therefore follows fliat the development of the boundary 
layer on the walls of the bend is likely the dominant loss genera
tion mechanism in this instance. In the remaining 60 deg of the 
bend, the flow in Case II experiences somewhat higher loss. In this 
portion of the bend, notably higher magnitudes of streamwise 
velocity are observed along the outer wall in this test case. The 
resuhant higher levels of shear along this wall is likely the primary 
factor responsible for this difference in the generated loss. Distri
bution of the mass-averaged secondary kinetic energy coefficient 
shown in the same figure (scaled up by a factor of 10) suggests that 
dissipation of the secondary kinetic energy between xlL = 0.42 
and xlL = 0.6, which is higher for Case II, contributes to this 
difference in losses as well. Interestingly, the excess loss within 
the last 60 degrees of the bend for Case II appears to offset the 
excess loss generated in the conical section for Case I, resulting in 
essentially the same amount of overall pressure loss for both test 
cases. 

Slightly higher pressure recovery is evident throughout the 

Fig. 8 (a) Distributions of mass-averaged quantities (uncertainties: 
&POA = T0.005, Cpo = +0.01, dp = 70.005, 6,s = +0.004) (b) distribution 
of thie i<inetic energy factors (uncertainty in a, Up = +0.05) 

diffuser for Case I despite the observed trends in total pressure 
losses. Evidently, considerably larger nonuniformity of the flow in 
Case II, apparent in the relative values of the kinetic energy factor 
in Fig. %{b), more than offsets the difference in the net total 
pressure loss between corresponding measurement planes of the 
two cases, yielding lower pressure recovery for every measure
ment plane of Case II. 

As indicated by Eq. (3), flow nonuniformity and losses are the 
two mechanisms that may cause deviation from ideal pressure 
recovery. For Case I, the deviation of the measured static pressure 
distribution from the ideal pressure rise curve in Fig. 8(a) is seen 
to be quite close to the corresponding amounts of net total pressure 
loss shown on the same figure. Thus, total pressure loss is the 
primary cause of less-than-ideal pressure rise for each measure
ment plane of this test case. The same comparison for Case II 
suggests comparable contributions of loss generation and flow 
distortion to the deficiency in pressure rise for all measurement 
planes. 

In Fig. %{b) a continuous increase in the kinetic energy factor, a, 
is observed up to about xlL = 0.6, with the rate of increase being 
considerably higher for Case II. Between Planes D and E, the value 
of a appears to level off for Case I whereas a notable decrease is 
observed for Case II. These trends in a are consistent with case-
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to-case and streamwise variations in the nonuniformity of the axial 
velocity observed in Figs. 5(a) and 6(a). Comparison of the trends 
in the kinetic energy factor associated with this component of 
velocity, a,„ with those of a (Fig. S{b)) confirms that nonuniform 
distribution of the axial velocity rather than secondary flows is the 
primary factor responsible for the observed trends in a. 

Conclusions 
The general flow pattern within a diffusing bend of strong 

curvature has been observed to be similar to that occurring in 
constant-area bends. The dominant vortical structures within the 
initial portion of the diffusing bend consist of the well-known pair 
of counter rotating vortices, carrying fluid along the upper and 
lower walls towards the inner wall. The secondary flows induced 
by this pair of vortices are observed to reach maximum strength at 
about 30 degrees into the diffusing bend and are found to be 
considerably stronger for the case with a thinner boundary layer 
and lower freestream turbulence intensity at the inlet. This differ
ence in the strength of these vortices is argued to be due to 
different amounts of vorticity adjustment the boundary layers 
experience within the conical section preceding the bend. The 
diffusing nature of the flow appears to result in these vortices 
reaching their peak strength earlier in the bend than in the case of 
constant-area bends of similar curvature. Little evidence of these 
vortices remains at the 90 deg plane. A second pair of vortices 
embedded within the first pair are observed to develop within the 
second half of the bend and are generally more pronounced for the 
thinner inlet boundary layer case. For this test case, stronger 
secondary flows throughout the bend result in more extensive 
redistribution of the streamwise flow. 

Somewhat higher total-pressure loss is observed within the 
conical section preceding the diffusing bend for the thick inlet 
boundary layer case. On the other hand, loss generation within the 
last 60 degrees of the bend is found to be slightly higher for the 
thin inlet boundary layer case. These differences appear to offset 
each other, yielding the same amount of overall loss for both test 
cases. Despite relatively lower net total pressure loss within the 
diffusing bend (Planes B, C, and D) for the thin inlet boundary 
layer case, the mass-averaged static pressure at each measurement 
plane is lower for this test case. This is due to significantly larger 
levels of flow distortion observed in this test case. 

For the thick inlet boundary layer case, the difference between 
measured and ideal static pressure distributions along the diffusing 
bend is found to be primarily due to total pressure losses. For the 
thin inlet boundary layer case, flow distortion and loss generation 
influence the streamwise static pressure distribution by comparable 
amounts. 
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Singularity Detection in 
Experimental Data by Means 
of Wavelet Transform 

1 Introduction 
When using analog to digital (A/D) converters, it is well known 

from the sampling criteria that one must filter the analog signal in 
order to circumvent the aliasing phenomenon. A low-pass filter is 
generally used with a cut-off frequency set at less than the Nyquist 
frequency, fti, defined as f^ = fJ2 where / , is the sampling 
frequency. If the anti-aUasing filter has a high roll-off slope, which 
is usually the case, the filtered signal will exhibit only small 
differences in the energy level between two consecutive points in 
the time domain. However, if data points have energy levels much 
higher or lower than their immediate neighbors, they should be 
considered as probably erroneous. Such points can be sparse and 
not very apparent in a large data base. 

If the data are adequately filtered, the only possible source of 
erroneous spikes is the data acquisition system (DAQ). Ideally a well 
built DAQ should not induce this kind of problem. Unfortunately, 
some large DAQ systems involving high speeds and simultaneous 
data sampUng on several channels (e.g., such as used in multiple 
hot-wire measurement) can be susceptible to this problem, unlike 
many PC mounted systems which have been tested and refined by 
thousands of users. We would like to present here two, perhaps rare, 
but concrete examples of erroneous spikes being introduced into data 
sets due to: 1) analog cross-talk originating from a timing error in the 
analog multiplexing just before the A/D conversion. 2) digital cross
talk arising from a memory addressing error due to wrong time 
sequencing in the data transfer. This second problem only occurs in 
DAQ systems where several A/D converters are sharing a single large 
memory buffer, which is not very usual. 

The principal objective of this paper is to present a way of detecting 
sparse erroneous data points present in a sampled signal. To illustrate 
this technique, a discrete random signal is first built with an imposed 
shape in the frequency domain. A few data points of this discrete 
signal are modified to simulate erroneous measurements which are 
then detected using an algorithm based on the wavelet transform. 
Finally, the results obtained using this technique are compared to 
those obtained by means of a simple time derivative procedure. 

2 Discrete Random Signal 

Consider a typical experimental time signal x(t) sampled at Â  
equally spaced points, a distance Af apart, such that 

x„ = x(nAt) with n = 0 , 1 , 2 , N- I. (1) 

Contributed by the Fluids Engineering Division for publication in tlie JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by tlie Fluids Engineering Division 
August 14, 1997; revised manuscript received IVIarch 16, 1999. Associate 
Technical Editor: S. K. Eaton. 

The sampling rate of this discrete signal isf, and the time spacing 
between two sampled points is Af = l/f,. For the purpose of the 
demonstration, a test signal is constructed numerically. A discrete 
random signal is first created in the frequency domain. The spec
trum of the signal is defined by 

hif] 
1 

Vl + iffcV 
(2) 

representing the amplitude function of a fourth order Butterworth 
filter, falling off at - 8 0 dB/decade for large values of///,. ( / , = 
cut-off frequency). In this demonstration, the following dimen
sional values have been used: 

/ , = 2.5kHz, / , = 25.6 kHz, 

fs 
fN'=-^= 12.8 kHz and Af •-

25.6 
(3) 

Since the sampling frequency isf, = 25.6 kHz, the function hif) 
is then only used in the range defined by the Nyquist frequency, 
-12.8 kHz s / s 12.8 kHz. It should be noted that these values 
have been chosen arbitrarily and that only the ratio/A,//C is impor
tant (i.e., the present development remains valid for any frequency 
range). It is also worth mentioning that the imposed spectrum is 
typical of a broad band random signal which has been adequately 
filtered and sampled. The use of the Butterworth function with the 
aforementioned values thus results in a time signal characterized 
by a low energy level at high frequencies. This gives a signal with 
small amplitude differences between two consecutive points in the 
time domain. Let us now consider X(/i), the discrete Fourier 
transform of x„, defined by 

Xif,)= Y,x„e'' •jlirkn/N . x,{fd-jX,{A] (4) 

with k = 0, I, ... , N - I mdft = ±k/N\t. The values of X„ 
and X, are such that the square of the modulus of X is equal to h 
at the discrete frequency/*: 

MA) = x,(f,y + x,if,y = x,if,ni + (x,if,yx,if,)r). (s) 
If we define tan d(fi) as X,{ft)IXg{ft), we can then write Xg as 
a function of Q{ft) and /!(/*): 

xAh) hih) 
1 + tan^0(A) 

:VMA)cose( / , ) ; (6) 

X,{ft) = X^ih) tan 0(/,). (7) 
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Fig. 1 Random temporal signal x(Q from f = 40 ms to f = 80 ms 

The variable 6 ( / J is given a random value between - i r and ir for 
each frequency/s, except a t / , = 0 where 6 = 0. The sign of XR 
is also randomly selected. Since our goal is to build a time signal 
x{t) which is a real function, the Fourier transform X(f) must exhibit 
conjugate symmetry. We thus imposed X^ and X, to be respectively 
symmetrical and antisymmetrical about/, = 0. Once the signal has 
been constructed in the frequency domain, one goes back to the time 
domain by taking the inverse Fourier transform of X(/t), with A' = 2 ' ' 
points. The real function x(f) is centered and reduced to provide a 
mean /t^ = 0 and a standard deviation cr, = 1. Figure 1 illustrates the 
temporal signal obtained by the previous procedure. 

3 Modification of tlie Signal 

Now that a theoretical signal has been built, some false values 
are introduced at a few points. Two kinds of modifications are 
made. These two modifications introduce erroneous discrete signal 
values that add energy at high frequencies in the spectral domain. 

A type 1 error is introduced at the sampling points n = 500, 
1500, 2500, . . . , 65 500 of the original signal, so that a total of 
66 errors are present in the modified signal xXnl^t). This error is 
defined by the following relations: 

xXn/:^t) = x(n^t) + 5(7 if x{t) < 1; (8) 

58 59 60 61 62 63 64 65 
t (ms) 

Fig. 2 Modified signal Xe(nA(): type 1 error at time t = ISOOAf; type 2 
error at time t = 1642Af 

;D 

w' 

W 

^w' 

10' 

m' 

original signal 
signal with error 

Iff 10' 10' 
/ (Hz) 

](f 10" 

Fig. 3 Auto-spectral density function of the original and modified signal 

x,(nAO = xinAt) - 5(7 if x{t) s 1. (9) 

A type 2 error is introduced around points n = 650, 1650, . . . , 
64 650 so that 65 errors are present in the modified signal 
Xe(nAt). The exact point n is selected so that \x\ is a local 
maximum in the range n — 30 < n < n + 30. At this particular 
point n, the signal value is set to Xj(nAf) = 0. Figure 2 shows a 
part of the modified signal xXn^t). The standard deviation is now 
(7, = 1.016 and iJi.^ = 0. 

The auto-spectral density function is evaluated by dividing the data 
record into n,, — 256 blocks, each consisting of N = 256 data values, 
with a block length N^t — 10 ms. Figure 3 illustrates the one-sided 
auto-spectral density function, GJ^fi^, obtained for the original and 
the modified signals. These functions have been adjusted to satisfy the 
Parseval's identity. One observes that/„„ = 12.8 kHz and/^ = 2.5 
kHz, as imposed by the function h{f) used to build the random signal. 
It is also apparent that the discrete errors added to the theoretical 
signal increase the energy level of the high frequency components. 

4 Error Detection 

To detect the introduced errors, we used the discrete wavelet 
transform (DWT) algorithm presented in "Numerical Recipes" (Press 
et al., 1992) with a Daubechies 4 (DAUB4) wavelet type. The 
DAUB4 wavelet is the simplest and the most localized member of the 
Daubechies wavelet family. These characteristics make it very well 
suited to the purpose of singular error detection. The first step of the 
DAIJB4 wavelet transform is to form the matrix product A X x = x„: 
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Fig. 4 Some basis functions from the waveiet famiiy DAUB4. The output 
array consists of /V = 65 536 points; this gives 15 waveiet hierarchicai 
leveis, the hierarchical ievel No. 1 corresponding to the 32 768 smallest 
wavelets. In order to illustrate their shape, five typical wavelets are 
plotted (one wavelet in each of the hierarchical levels 1,5,9,11, and 13). 

where A is the matrix of the wavelet filter coefficients, x the input 
signal vector, and x„ the output vector. As the matrix A indicates, 
the first stage of the wavelet transform consists of two interlaced 
convolution operations. The odd lines of the matrix act as a 
low-pass filter (smoothing filter) while the even lines act as a 
high-pass filter (difference filter). These two sets of lines are 
aligned in the matrix, so that the successive sets of outputs, 
denoted by s and d for "smooth" and "difference," are related to 
the same input points. The resulting output vector is thus com
posed of interlaced smooth and difference coefficients (N/2 s's 
and N/2 d's). The first stage of the wavelet transform is then 
completed by permuting the output vector in such a way that the 
first N/2 elements are the s coefficients and the last N/2 elements 
are the d's. The N/2 d coefficients, resulting from this first step, 
are called the wavelet coefficients of the hierarchical level No. 1. 

Successive steps of the wavelet transform consist of applying 
the interlaced convolution on the s coefficients in a hierarchical 
way. For example, in the second stage, the filter matrix A (reduced 
by half) is applied to the N/2 s coefficients. This operation 
produces an output vector of N/4 s's and N/4 d's, the latter 

61 62 
t(ms) 

Fig. 5 Wavelet coefficients (hierarchical level No. 1) of the signal x,{nA() 

consisting of the wavelet coefficients of the hierarchical level No. 
2. This pyramidal procedure is repeated until one obtains the last 
hierarchical level consisting of two .? and two d coefficients. 

The wavelet filter coefficients are chosen in such a way that the 
transpose matrix of A is its inverse matrix: A'̂  = A '. This condition 
makes the wavelet transform orthogonal and thus invertible. 

The wavelet transform gives coefficients that contain frequency 
information at multiple temporal locations of the transformed 
signal (Farge, 1992). For example, one can filter the data by 
putting the coefficients corresponding to a given hierarchical level 
equal to zero. The filtered signal is obtained by computing the 
inverse wavelet transform. One can also obtain the basis function 
of the DAUB4 wavelet family by putting all the d coefficients 
equal to zero, and those to be observed to one. The basis function 
is then obtained by computing the inverse wavelet transform of 
this vector. Figure 4 illustrates some of these basis functions. 

The discrete wavelet transform evaluates coefficients of hierarchi
cal level m only at 2'" points of the signal. The wavelet coefficients of 
the smallest hierarchical level (m = 1) are used because one needs 
information on high frequency phenomena covering only one time 
step. With m = 1, we will get a coefficient for every two times steps 
of the modified signal x^nAO (B.-Morency, 1996). 

0.8 
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§ 
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0.2 

—H—Type 1, wavelet 
- Q- - Type 2, wavelet 
-A—Type 1, dx/dt 
- A- - Type 2, dx/dt 

4 5 
a 

Fig. 6 Comparison between the wavelet and the time derivative results; 
Nd = number of true detected errors, JV, = total number of errors, Nf^ = 
number of falsely detected errors and Na = total number of detected 
errors. The ratios NJN, (a) and NiJNu (b) are plotted as a function of a, 
the detection criteria (a = the standard deviation of either the wavelet 
coefficients or the time derivative signal). 
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To detect erroneous points on the signal Xj(«Af), a criterion 
based on the standard deviation a„, of the wavelet coefficient of 
the smallest hierarchical level is established. Whenever the value 
of a coefficient falls outside the ±3o-„,, range, the surrounding 
points of the corresponding position on the signal x,,(nAO must be 
visually verified. The decision whether or not to correct the signal 
at this point or at a nearby point is then taken. 

An example of the wavelet coefficients corresponding to the part 
of the modified signal shown in Fig. 2 is presented in Fig. 5. Four 
wavelet coefficients considerably exceed ±3o-„, (±0.9); the first 
two at times t = 1498A; and t = ISOOAf, corresponding to a 
type 1 error imposed at time t = ISOOAf, the other two at times 
; = 1640Af and t = 1642A/, corresponding to the type 2 en'or 
imposed at time t = 1642Af. Using the wavelet detection method 
with the criterion ±3o-,„,, all the modified points of the signal 
x,{t), and only those points, were found. 

5 Performance of the Wavelet Detection Method 
To investigate the performance of the present detection tech

nique, the two following parameters are defined: NJN, is the ratio 
between the number of true detected errors and the total number of 
imposed errors; NfJN,a is the ratio between the number of falsely 
detected errors and the total number of detected errors. The latter 
ratio implies that NfJN,,, = 1 - NJN,,,, as by definition Nfj + N,, 
= A ,̂,,. The best technique should gives NfJN,,, = 0 (Â ,, = N,,,) 
and NJN, = 1, indicating that there is no false detection and that 
all the imposed errors have been detected. 

Figure 6 shows the ratios NJN, and NfJN,,, plotted as a function 
of (T„|, the detection criterion. The performance of the present 
method is also compared to that of a more classical approach based 
on the time derivative of the signal. The results indicate that the 
wavelet approach with the criterion ±'ia„, is the most efficient 
technique. 

6 Conclusion 
The use of the fast wavelet transform enables one to find the 

points on a signal where occasional high frequency phenomena 
occur. If the latter are associated with some sparse erroneous 
sampling, the wavelet transform can help one quickly check and 
correct the signal. This kind of problem has been observed, for 
example, in a data base obtained by multiple hot-wire rake mea
surements in a turbulent mixing layer, where the method presented 
here has been successfully used to remove erroneous, type 1 data 
points (B.-Morency, 1996). 
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Fluid Motion in Ultrasonic 
Flowmeter Cavities 
The ultrasonic flow meter is a newcomer among flow meters for measuring large 
quantities of natural gas. It has notable advantages compared to traditional meters. The 
ultrasonic flow meter is much more compact and has a wider dynamic range for flow 
measurements than the orifice plate meter. When manufactured, the ultrasonic sensors are 
often set back from the pipe wall in a cavity. When the fluid flows past the cavities, a 
secondary flow of vortices with characteristic size equal to the cavity width is established 
inside the cavities. The aim of this study has been to investigate the influence of this 
secondary flow on the accuracy of the ultrasonic flowmeter. Both measurements and 
numerical simulations of the cavity flow have been conducted. It has been found from the 
present work, that the influence of the flow in the cavities on the measurements increases 
nonlinearly with the pipe flow rate. 

1 Introduction 
The traditional method for measuring large gas flow rates is the 

orifice plate meter. For this meter, the flow rate is a function of the 
pressure difference across the plate, the thermodynamic character
istics of the gas, and the geometry of the orifice plate. 

Since this method is described in an international standard, 
ISO-5167-1, it has been accepted as the basis for sales and allo
cation metering by the gas companies and the various national 
authorities. However, the orifice plate has several drawbacks that 
become apparent when designing and operating modern gas me
tering stations: It requires a lot of space and has limited flexibility 
with respect to capacity. 

To overcome some of these drawbacks, new types of meters 
have been installed as an alternative to the orifice plate system. The 
device attracting the greatest interest today is the multi-path ultra
sonic flowmeter. It has the advantage of having no moving parts, 
and it is also bidirectional. This allows gas to flow in both direc
tions without affecting the accuracy. The main advantage seen 
from an offshore point of view is that the meter allows construc
tion of compact metering stations with negligible pressure loss. 

In short terms, the working principle of an ultrasonic flowmeter 
is: A piezoelectric element is placed at the bottom of a cavity as 
shown in Fig. 1. When a pulse is received at B, it switches and 
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sends back the same pulse type to A. For each of the paths, two 
transit times, ?, and ?2, are found. f| is the time from A to B and 
tj is the time from B to A. By using these times, the pipe velocity, 
V, based on the transit time measurements are given as (Sakari
assen, 1996) 

V = 
Lj h - ti 
2d t2tt (1) 

where L^ and X are given in Fig. 1. 
In a multi-path ultrasonic flowmeter, the pipe flow is measured 

along a multiple number of acoustic paths. An estimate of the 
mean axial fluid velocity in the pipe cross-section, VAV> is calcu
lated as 

VAV = E WiVi (2) 

where W, is the weighing factor for acoustic path number i and V, 
is the average pipe velocity measured along acoustic path ;. The 
weighing factor may be a fixed number different for each of the 
acoustic paths, or a more complex expression which results in 
numbers that vary with the ratio between the gas flow velocities 
from the individual acoustic paths. The ultrasonic flowmeter is a 
bidirectional flowmeter, and the direction of the pipe flow is 
indicated by the sign of (fj — fi)- If the pipe flow direction 
changes, (ti — t,) changes sign. 

The ultrasonic flowmeter offers valuable additional information 
about the pipe flow and the velocity of sound. This extra informa
tion can partly be used for diagnostics of the "health condition" of 
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Fig. 2 The calibration curves for a 6 in. and a 20 in. meter (Sakariassen, 
1996) 

the meter and partly as information about what is going on inside 
the pipe. 

van Bloemendaal and van der Kam (1995) have shown that the 
ultrasonic flowmeter may be used after 90 and 180 deg bends if 
certain precautions are taken. They also showed that small step 
changes in the pipe diameter do not affect the ultrasonic flowmeter. 
Both Sakariassen (1996) and van Bloemendaal and van der Kam 
(1995) have reported malfunction of the ultrasonic flowmeter if it 
is placed near a pressure-reduction valve that produces noise in the 
same frequency range as the ultrasonic pulse. 

Another problem found, is that small meters (e.g., 6 in.) have 
larger uncertainty in the pipe flow measurements than larger 
meters, like e.g., 20 in. meters. Sakariassen (1996) has shown that 
in some cases the relative error depends on the pipe flow, espe
cially for the small meters. This effect is illustrated in Fig. 2. 

The difference in accuracy between the larger and the smaller 
size meter is the background for this investigation. The cavity that 
is used to house the piezoelectric element has the same size for 
both the 6 in. meter and the 20 in. meter. This means that the length 
difference, AL, for the two meter types is due to the difference in 
pipe diameter. The secondary flow in the cavities has a bigger 
impact on the transit time for the 6 in. meter than for the 20 in. 
meter. 

The cavity flow problem is of interest in many engineering 
applications, and the ultrasonic flowmeter is one of them. From a 
fundamental point of view, the cavity flow problem is very inter
esting. In most flow problems involving separation, e.g., backward 
facing step flow, visualization becomes difficult, because the vor
tex structure is unsteady. In cavity flows on the other hand, there 
is a possibility of obtaining a stationary vortex. 

The depth-to-width ratio of the cavity is an important parameter 
when characterizing the flow in the cavity. If the cavity has a 
greater depth than width it is called a deep cavity. Rockwell and 
Naudascher (1978) have made a review article of the flow inside 
cavities. 

There are two main purposes of the present study. One is to 
investigate two simple two-dimensional model cavities that de
scribe the ultrasonic flowmeter cavities, using both experimental 
techniques and numerical simulations to determine the flow pattern 
inside the cavities. The other is to use the results to analyze how 
the secondary flow in the cavities influences a thin ultrapulse 
traveling between the two ultrasonic sensors. 

A short description of an ultrasonic flowmeter is given in 
Section 1. Both measurements and numerical simulations have 
been performed. The different techniques are described in Section 
2. In Section 3, the results are given with comparison of measure
ments and numerical simulations. Section 4 shows the deviation 
introduced on the ultrasonic flowmeters by the cavity velocities, 
and the conclusions are given in Section 5. 

2 Experimental Setup 

2.1 The Water Tunnel. The water tunnel used has a vertical 
test section of 1 m X 0.14 m X 0.14 m. The capacity of the tunnel is 
Qma ~ 0.027 mVs, which gives a maximum velocity of 1.5 m/s. The 
walls in the test section are made of glass, which makes the tunnel 
suitable for LDV measurements and laser-sheet flow visualizations. In 
this work the depth of the cavity was 105 mm with an angle of 45 deg, 
and the width of the cavity was 12.5 mm at the opening. 

2.2 Measuring Systems. The laser sheet flow visualization 
system is based on a 5 W Ion Argon laser from LEXEL. It 
produces green light at 514 nm. A four-sided polygon mirror is 
used to sweep the laser beam over the visualization area. The 
rotation speed of the polygon mirror may be changed from 1 rpm 
to 18,000 rpm. The seeding particles used for the flow visuaUza-
tions are 12 ;am hollow glass spheres coated with silver. 

The LDV measurements are performed using a commercial 
two-component LDV system from TSI. For the LDV measure
ments 4 /Lim latex particles were used. 

2.3 Numerical Implementation. The mathematical models 
used have been implemented in a well-documented general-
purpose CFD code (Melaaen, 1992b, Melaaen, 1992a). 

In the computations presented here, a grid witii 195 X 131 nodes 
is employed. The grid lines are concentrated in the vicinity of the 
cavity. The standard high-Re k-e model together with law-of-the-wall 
treatment has been used to account for the turbulence (Melaaen, 
1992b, Melaaen, 1992a). Different computational grids have been 
used to verify that the results presented here are grid independent. 
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Fig. 3 The measured velocity profile at the front of the cavity given in 
outer variables compared with zero pressure gradient measurements 
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Fig. 4 The measured velocity profiie at the front of the cavity given in 
inner variables compared with the Musker-Grandwiii law Fig. 6 A picture from the sloping cavity pointing countercurrent. Pipe 

flow from left to right. 

3 Results 
3.1 The Boundary Layer Flow. LDV measurements of the 

boundary-layer flow entering the cavity are shown in Fig. 3. The 
results are compared with zero-pressure-gradient boundary layer 
measurements by Erm and Joubert (1991). 

The LDV measurements were used to find the Clauser shape 
parameter, G = 5.64, the von Karman shape parameter, H = 
1.34, and the wake strength, AU* = 0.31. AH these parameters 
are lower than for a zero-pressure gradient boundary layer. The 
velocity defect f/,"̂  - V^ is also lower than for zero-pressure 
boundary layers, and verify that a favorable pressure gradient is 
present in the boundary layer entering the model cavities. 

Figure 4 shows that the boundary layer entering the cavities is a 
fully developed boundary-layer flow. As seen in the figure, the 
measurements follow the Musker-Grandwill law (Musker, 1979 
and Dean, 1976) for boundary layer flow. 

3.2 Cavity Flow. As seen in Fig. 5 there is one vortex in the 
upper part, and one further inside the cavity. For the other config
uration in an ultrasonic flowmeter, the cavity is placed pointing 
countercurrent. Figure 6 shows a picture taken with this geometry. 

The picture shows that the vortex structure is different in this 
case. There is a small vortex at the downstream corner, and a 
bigger one is covering the whole cavity width in the lower part of 
the cavity. Also visible in this picture is the stagnation point in the 
cavity at the downstream wall. 

In Figs. 7 and 8, the results from both measurements and 
numerical simulations are given for the sloping cavity pointing in 
the pipe flow direction. In the measurements, only « '« ' and v'v' 
were measured. The turbulence kinetic energy in the measurement 
was estimated by assuming w'w' = {(u'u' + v'v'), suchthatfc = 
l(u'u' + v'v'). 

The figures show that the predicted mean velocity and turbu
lence kinetic energy agree well with the measurements. This is also 
the case for other positions, and for the cavity pointing counter-
current. 

4 Correction for tlie Ultrasonic Flowmeter 
The ultrapulse is a concentrated beam (like water coming out of 

a fire hose). This concentrated ultrapulse is influenced by the 

30 
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^ — U, k-E model 
- - - - V, k-E model 

O U, LDA measurements 
V, LDA measurements 
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Fig. 7 The mean axial and transverse velocities for a sloping cavity 
pointing In the pipe flow direction, at one fourth of the cavity opening 
before the downstream corner 

^ — k from k-E model 
A k from LDA measurements 

0.02 
k (mVs') 

0.03 

Fig. 8 Turbulence kinetic energy, k, for a sloping cavity pointing in the 
Fig. 5 A picture from the sloping cavity pointing in the pipe flow direc- pipe flow direction, at one fourth of the cavity opening before the down-
tion. Pipe flow from left to right. stream corner 
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Vbulk-'^°=P 

Deflection angle 1, (ty 

(a) The ultrapulse traveling countercurrent Fig. 10 The hysteresis in the ultrapulses traveling between the sensors 

Deflection angle 2, fiz 

V b u l k S i " P \ / 

(b) The ultrapulse traveling in the pipe flow 
direction 

Fig. 9 The deflection angle 

component of the pipe flow normal to the ultrapulse and the one 
along the ultrapulse as illustrated in Fig. 9. 

This means that it is possible to find relations between the pipe 
flow and the deflection of the ultrapulse. The ultrapulse is influ
enced more and more as it travels through the pipe. For simplicity, 
only the angle found from Fig. 9 is used here. This means that the 
deflection is given by 

i'dof.l ~ 

: t an j3i 
D, 

Co - ^buik s in ^ , 

_ ^biiik t a n /32 

Co + Vbuik sin /32 

(3) 

(4) 

where Ljef.i and L^^a are illustrated in Fig. 10, and V^n is the bulk 
velocity in the pipe. It can be seen from Eqs. (3) and (4) that the 
deflection depends on both the pipe flow and the diameter of the pipe. 

The ultrapulse is a concentrated beam that is deflected as it 
travels through the pipe. Inside the cavities, the ultrapulse travels 
through a fluid in motion, dominated by vortex structures as 
illustrated in Figs. 5 and 6. This leads to a hysteresis in the 
ultrapulse path as shown in Fig. 10. 

In the present work, it was found that the vortex structure 
depends on the orientation of the cavity. This means that the effect 
of the cavities is different for the ultrapulse traveling in the pipe 
flow direction, 2, than for the one traveling countercurrent, 1. 

Mean velocities from parts of the cavities were extracted from 
the numerical simulations, both for the case pointing in the pipe 
flow direction and the one pointing countercurrent, as illustrated in 
Figs. 11 and 12. 

In the present investigation it is assumed that the width of the 
ultrapulse is 4 mm. This means that the area as illustrated in Figs. 
11 and 12 is 4 mm wide. The mean area is moved according to 
Eqs. (3) and (4) as the pipe flow increases. 

The direction is defined positive out of the cavity pointing 
countercurrent (B) and positive in to the one pointing in the pipe 
flow direction (A), as illustrated in Fig. 1. 

The numerical simulations show that the cavity field mean velocity 
in the cavity, as illustrated in Figs. 11 and 12, depends linearly on the 
flow rate. This is true for aU of the cavity field mean velocities 
influencing the ultrasonic pulse. The results also show that the cavity 
field mean velocity increases linearly when moving from the cavity 
centeriine and outward to the cavity wall. Figure 5 shows that there is 
a vortex covering almost the entire cavity width in the case of the 
cavity pointing in the pipe flow direction. For the cavity pointing 
countercurrent, there is a small vortex at the downstream corner, and 
a larger one further down in the cavity. Because of the difference in 
the vortex structure, the linear dependency between the mean cavity 
field velocity in the cavity and the distance from the cavity centeriine 
depends on the orientation of the cavity. 

These findings were used to correct the formula given in the 

Area used for cavity ^ ^ ^ ^ ^ ^ ^ k 
field mean velocity ^ ^ ^ ^ ^ ^ 

^ ^ 

Fig. 11 The area used to find the cavity field mean velocity for the cavity 
pointing in the pipe flow direction 

mm/mm/m 'mamm/// 

used for cavity 
mean velocity 

Fig. 12 The area used to find the cavity field mean velocity for the cavity 
pointing countercurrent 
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Fig. 13 The relative deviation as a function of the pipe f low 

ISO/DTR 12765 "Measurement of Fluid Flow in Closed 
Conduits--glow Rate Measurement by Means of Ultrasonic Flow- 
meters." A correction was made to the integral for the velocity 
along the path. This correction takes into account both the size of 
the meter and the velocity inside the pipe. 

The original equation defining the pipe flow is given by Eq. (1). 
In this case the velocity is integrated along the path Lp with the 
assumption that there is no flow inside the cavity. 

o r v(y)dy = I,'D (5) 

The new formula with the correction suggested from the present 
findings is given as 

~ _ L 2 t 2 - t l l  _ ( X  ) 
2d t2t~ + 4 (VA, + (Zm + ~117A2 -~- VB2) d - -  1 (6) 

where VA~ and ~VB, are the cavity field mean velocities in the cavity 
that influence the ultrapulse traveling countercurrent from cavity A 
to cavity B, as illustrated in Fig. 10. Similarly, Va2 and V82 are the 
cavity field mean cavity velocities influencing the ultrapulse trav- 
eling from B to A. 

In this case the integration was done along the path based on the 
findings from the measurements and numerical simulations of the 
flow inside the cavities. The integral becomes 

fo'V(y)ay:D[~+(~A,+ % ) ( X _  ½)1 (7~ 

where VA~ is the cavity field mean velocity in the cavity pointing 
in the flow direction, and Vs, is the cavity field mean velocity in 
the cavity pointing countercurrent. The number i takes the value 2 
for the ultrapulse traveling in the flow direction, and 1 for the 
ultrapulse traveling countercurrent. 

By comparing Eqs. (1) and (6) the influence from the cavity field 
mean velocities can be expressed in terms of a relative deviation as 

1 _ ( x )  
(VAtJC" ~rBt-~- ~t'IA2-[- VB2) ~ - -  1 

Rel. deviation - g b u l k  ( 8 )  

where I"bu~k is the actual bulk velocity in the pipe. 
By combining the predicted cavity velocity field from the nu- 

merical simulations with knowledge about the deflection of the 
ultrapulse, the relative deviation can be plotted. The result is 
shown in Fig. 13. The relative deviation increases linearly with the 
pipe flow rate. This means that the absolute deviation increases 

- 2  quadratically, i.e. as O(Vbul0. 

There is a linear dependency between the pipe flow rate and the 
mean velocity in the cavities. A linear increase in the mean 
velocity outward from the centerline of the cavity is also found. 
These two effects together lead to an absolute deviation increasing 
as O (("~,,0. 

The results in Fig. 13 show the influence of the cavity flow on 
a thin ultrapulse traveling in model cavities. The effect of changing 
the area used to find the mean velocity will influence the observed 
effect. In reality, the size of the beam might be 20 mm. The 4 mm 
pulse used in this case was used to illustrate the flow effect that a 
thin ultrapulse would experience traveling through the pipe flow 
including the cavities. 

In the present investigation, two-dimensional models were used. 
This was done to optimize the conditions for the experimental 
techniques applied. The depth and the angle of the cavities may 
also affect the secondary flow in the cavities. The effects of 
changing from two-dimensional cavities to real ultrasonic cavities 
or varying the cavity depth and angle of the cavity were not 
considered in the present work. 

The present work shows that there is a secondary flow inside the 
cavities and that the presence of this flow may influence the 
accuracy of the ultrasonic flowmeter.  

5 C o n c l u s i o n  

Results from an investigation of flow inside cavities have been 
reported. The experimental measuring techniques used are Laser 
Doppler Velocimetry, LDV, and visualizations of the flow using 
Laser Sheet Flow Visualizations. Numerical simulations using 
standard CFD techniques have also been conducted. The experi- 
ments and numerical simulations show good agreement. The re- 
sults from the present investigation have been used to find the 
influence of the cavity flow on the accuracy of the ultrasonic 
flowmeter. The investigation shows that there is a hysteresis in the 
ultrapulse path, which depends on the pipe flow rate. The relative 
deviation introduced by the cavities on the pipe flow measure- 
ments increases linearly with increasing pipe flow rate. The devi- 
ation also depends on the size of the meter. The reason for this is 
that the size of the cavities used to house the ultrasonic sensors in 
practice is independent of the pipe diameter. 

This investigation suggests that the velocities inside the cavities 
should not be neglected, as is done in the present draft for the ISO 
technical report on ultrasonic flowmeters. 
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A Macroscopic Turbulence 
Model for Flow in a 
Porous Medium 
A complete set of macroscopic two-equation turbulence model equations has been 
established for analyzing turbulent flow and heat transfer within porous media. The 
volume-averaged transport equations for the mass, momentum, energy, turbulence kinetic 
energy and its dissipation rate were derived by spatially averaging the Reynolds-averaged 
set of the governing equations. The additional terms representing production and dissi
pation of turbulence kinetic energy are modeled introducing two unknown model con
stants, which are determined from a numerical experiment using a spatially periodic 
array. In order to investigate the validity of the present macroscopic turbulence model, a 
macroscopically unidirectional turbulent flow through an infinite array of square rods is 
considered from both micro- and macroscopic-views. It has been found that the stream-
wise variations of the turbulence kinetic energy and its dissipation rate predicted by the 
present macroscopic turbulence model agree well with those obtained from a large scale 
microscopic computation over an entire field of saturated porous medium. 

Introduction 
There exist a considerable number of experimental reports such 

as Mickeley et al. (1965), Kirkham (1967), Macdonald et al. 
(1979), and Dybbs and Edwards (1984), which confirm the exis
tence of turbulence within a saturated porous medium. According 
to Dybbs and Edwards (1984) who conducted a flow visualization 
study, fluid flow in a porous medium exhibits turbulent character
istics when the pore-Reynolds number (based on the pore scale and 
velocity) becomes above a few hundred. 

Rudraiah (1983) introduced the Reynolds decomposition for the 
macroscopic governing equations to treat turbulent flows in porous 
media. A comprehensive review on the Reynolds decomposition 
and turbulence modeling using modified Darcy's equations has 
been provided by him (Rudraiah, 1988). In his initiative work, 
however, only zero-equation models based on a gradient diffusion 
model for closure were investigated, so as to treat comparatively 
simple free convective turbulent flows in porous media. 

Perhaps, Lee and Howell (1987) were the first to introduce a set 
of transport equations for the turbulence kinetic energy and its rate 
of dissipation to analyze turbulent flows in porous media. How
ever, no account was taken for possible production and dissipation 
due to the presence of porous matrix, since they considered only 
highly porous media. 

Recently, two distinct two equation turbulence models have been 
established for turbulent flows in porous media. Antohe and Lage 
(1997) chose to carry out the Reynolds averaging over the volume-
averaged macroscopic equations to derive two-equation turbulence 
model equations, whereas Masuoka and Takatsu (1996) derived a 
macroscopic turbulence transport equation by spatially averaging the 
turbulence transport equation of the two-equation turbulence model. 
Antohe and Lage (1997) examined their model equations for the 
turbulence kinetic energy and its disspation rate, assuming a unidi
rectional fully-developed flow through an isotropic porous medium. 
Their model demonstrates that the only possible steady state solution 
for the case is "zero" macroscopic turbulence kinetic energy. This 
solution should be re-examined, since the macroscopic turbulence 
kinetic energy in a forced flow through a porous medium must stay at 
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a certain level, as long as the presence of porous matix keeps on 
generating it. (The situation is analogous to that of turbulent fully-
developed flow in a conduit.) Also, it should be noted that the small 
eddies must be modelled first, as in the case of LES (Large Eddy 
Simulation). Thus, we must start with tiie Reynolds averaged set of 
the governing equations and integrate them over a representative 
control volume, to obtain the set of macroscopic turbulence model 
equations. Therefore, the procedure based on the Reynolds averaging 
of the spatially averaging continuity and momentum equations is 
questionable, since the eddies larger than the scale of the porous 
structure are not likely to survive long enough to be detected. More
over, none of these models has been verified experimentally. 

Our main purpose is to propose a comprehensive set of macro
scopic two-equation turbulence model equations which is sufficiently 
general and capable of simulating most turbulent flows in porous 
media. The macroscopic transport equations for the turbulence kinetic 
energy and its dissipation rate are derived by spatially averaging the 
Reynolds-averaged transport equations along with the k-e turbulence 
model. For the closure problem, tiie unknown terms describing the 
production and dissipation rates inherent in porous matrix are mod
eled collectively. In order to establish the unknown model constants, 
we conduct an exhaustive numerical experiment for turbulent flows 
through a periodic array, directly solving the microscopic governing 
equations, namely, the Reynolds-averaged set of continuity, Navier-
Stokes, turbulence kinetic energy and its dissipation rate equations. 
The microscopic results obtained from the numerical experiment are 
integrated spatially over a unit porous structure to determine the 
unknown model constants. 

The macroscopic turbulence model, thus established, is tested 
for the case of macroscopically unidirectional turbulent flow. The 
streamwise variations of the turbulence kinetic energy and its 
dissipation rate predicted by the present macroscopic model are 
compared against those obtained from a large scale direct compu
tation over an entire field of saturated porous medium, to substan
tiate the validity of the present macroscopic turbulence model. 

Microscopic Governing Equations 
Turbulence may become appreciable even in porous media. As long as 

that the pore Reynolds number is sufficientiy high (and that the turbulence 
length scale is much smaller than the pore scale), any one of reliable 
turbulence models designed for clear fluid flows (without a porous ma-
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trix) may be used to resolve microscopic details of turbulent flow fields 
within a microscopic porous stmcture. 

The Reynolds-averaged set of the governing equations in con
sideration, namely, the continuity equation, Navier-Stokes equa
tion, energy equation, turbulence kinetic energy transport equation, 
and that of dissipation rate, are given for incompressible flows as 
follows: 

3M 

dUj dUM: 
1 — • • 

dt dx. 

dXj 

1 dp a 

p dXi dXj 

^ = 0 

dUi du. 

^ '̂37 + 

dT dUjT 

dx, \ ^ dXj 

7 dXi 

df 

Bk dujk 
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(2) 

(3) 
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d€ 

dt dx 

dUj€ d 

dx. a-J dXj) 

dUj 
(5) 

It is assumed that forced convection is dominant such that the body 
force terms are neglected. The Reynolds stress and turbulent heat 
flux tensors are given by 

/ dUi duj\ 2 
(6a) 

and 

PfCpfT'u'j = pfCpf-
V, dT 

CTj- dXj 

respectively. The eddy diffusivity is given by 

v,= CD — 

Moreover, for the solid phase, the energy equation runs as 

dT d 
PsCs dt dx, 

dT 

dx. 

(7) 

(8) 

In the foregoing expressions, the three values of a repeated index 
are summed up according to Einstein's summation convention. 
The barred quantities represent ensemble-averaged components. 

whereas the primes indicate fluctuating components. The sub
scripts / and s refer to fluid phase and solid phase, respectively. 

It is somewhat controversial, whether or not a simple two-
equation turbulence model based on an isotropic eddy diffusivity 
can be used for such complex turbulent flows as in saturated 
porous media. In this study, we consider a comparatively simple 
turbulence model to illustrate a consistent modeling procedure for 
turbulence in porous media, but believe that the modeling proce
dure presented here is quite general and valid for any further 
modifications using more elaborate turbulence models. 

Kuwahara et al. (1998) numerically investigated the microscopic tur
bulence fields within a fluid-saturated periodical array, using both low-
and high-Reynolds number versions of the k-e model, and found that the 
difference in the volume-averaged quantities predicted by both of the 
models is insignificant. Thus, we choose the standard (high Reynolds 
number) version of the k-e model along with conventional wall functions 
to save the number of grid nodes. The model constants and turbulent 
Prandtl numbers, recommended by Launder and Spalding (1972), are 
given as follows: 

Co = 0.09, C| = 1.44, C2=1.92, 

o-;t=1.00, or, = 1.30, 0-7. = 0.90 (9) 

Macroscopic Continuity, Momemtum and Energy 
Equations 

We integrate the Reynolds averaged equations (1) to (5) over a 
control volume V, which is much larger than a microscopic (pore 
structure) characteristic size but much smaller than a macroscopic 
characteristic size. Then, from (1) and (2), the following macro
scopic equations can be obtained: 

^,<'^y- 0 (10) 

(6b) d{ui) r,.\/ 

dt dXj 
{ujy{uy= 
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Pf dXi 
{pY+^PfikV 

dXj 

1 
+ 77 

a(«,y 5<«,) 
[V + V,)[ ~7 + dx, dXi 

(du, du. P 2 

Pf 
HjdA 

dx. {u'y;y (H) 

where Ai„, is the total interface between the fluid and solid phases 
while Hj is the unit vector pointing normally outward from the fluid 

N o m e n c l a t u r e 

A = surface area 
A in, = total interface between the 

fluid and soUd 
C = Forchheimer constant 

, Co = turbulence model constants 
Cp = specific heat at constant 

pressure 
D = size of square rod 
H = size of unit cell 
k = turbulence kinetic energy; 

thermal conductivity 
K = permeability 

Le = Lewis number 

p = pressure 
Re^ = Reynolds number 

T = temperature 
Ui, u = velocity vector 
u, V = velocity components 
X, y = Cartesian coordinates 

e = dispassion rate of turbulence 
kinetic energy 

V = kinematic viscosity 
V, = effective viscosity 

r,, (Te = effective Prandtl number 
p = density 

Special symbols 

a = ensemble mean 
a' = turbulent fluctuation 
a" = deviation from intrinsic average 

{a) — volume average 
{aY'' = intrinsic average 

\OL\ = absolute value 

Subscripts and Superscripts 

dis = dispersion 
/ = fluid 
s = solid 

tor = tortuosity 
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to solid side. Vj is the volume space which the fluid occupies such 
that 

kaV 
V, 

adV 

denotes the intrinsic average of a, whereas the double prime 
denotes the deviation from the intrinsic average, such that 

j " s a - {ay (13) 

In the numerical study of turbulent flow through a periodic array, 
Kuwahara et al. (1998) concluded that Forchheimer-extended Dar-
cy's law holds even in the turbulent flow regime in porous media. 
The experimental data, provided by Fand et al. (1987), also support 
the validity of Forchheimer-extended Darcy's law. Thus, we fol
low Vafai and Tien (1981) and introduce Forchheimer's modifi
cation for the last two terms on the right-hand side, representing 
the intrinsic volume average of the total surface force (acting onto 
the fluid inside the pore) and the inertial dispersion, respectively. 
Thus, we obtain the macroscopic momentum equation as follows: 

d{Ui) 
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1 a 

p dx, 
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a(s,y a{s,) 
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- ^ ( | + ^((s/<«;y)"')(s,y (14) 

where the permeability K and Forchheimer constant C are the 
empirical consatnts which depend on the porosity 4> = V/V. 
Similarly, spatial integration of the two microscopic energy equa
tions (3) and (8) yields 

1 5 

d{T) d , _ \ d 

dx. dX: 
kf + 

PfCpfV,\ d{T} 

+ Vjdxj 
kjTrijdA + — 

Vr 
kf + 

dx 

PfC,,fV\ df 

(Tj dx. 
n,dA 

dXj 
[Pfc,f{u'jfr] (15) 

and 

PsC., • dt dx. 

d{T)' 

dXj 

" ^ 

1 

f 

3 1 -
— I kJnjdA 

iV'^ err J a x J 
HjdA (16) 

We shall assume that thermal eguilibrium exists between 
the fluid and solid matrix, namely, (TY = (T) ' . Adding up the 
foregoing two energy equations, we have 

d{Ty a _ 
[(j}PfCpf+ (1 - 4))p,c,] —^ + 4>PfCpfj^{ul}' (T) 

d 

dx. 

where 

ik,+ (j) ^J 'j Sij + (ktJij + (fcaJy 

k,= (f)kf+ {\ - <i))k, 

f 

d{ty 
dx. 

(17) 

(18a) 

(12) and 

- ikf-k,)TnjdA^{k,, 

-</ . (pc, )^<Mjrr-( fc<J, ; , 

d{Ty 

dx. 

d{fy 
dx, 

(18fo) 

(18c) 

k, is the stagnant thermal conductivity. The apparent conductivity 
tensors (/:,„,),> and (/ijij.y are introduced to model the tortuosity 
molecular diffusion term and the thermal dispersion term, respec
tively. The empirical and theoretical expressions for {k„)ij and 
(kii^)jj may be found elsewhere (Kuwahara et al. (1996), Kaviany 
(1991)). When the Reynolds number is high, both k, and (k,„),j 
may be dropped as compared with the thermal dispersion and 
turbulent diffusion. 

Macroscopic Transport Equations for Turbulence Ki
netic Energy and Its Dissipation Rate 

For describing the turbulent diffusion, we may recast the eddy 
diffusivity formula (7) using the intrinsically averaged values of 
the turbulence quantities as 

V, = c , j • 
{{kyy 

{ey (19) 

The macroscopic transport equations for (kY and (e)^ may be 
obtained by integrating the microscopic transport equations (4) and 
(5) as 

d{ky d , , S 
dt dX: dx. 

v + 
v,\ djky-

dXj 

+ 2v,{s>i)Hs,;)!-{ey+2v,{s%s'i;)f 

V dk 
+ T7 \ v ^ njdA 

Vf) 9xj ' dx, 
{u"k"y (20) 

and 

d{ey d , d v,\ d{€y 

dx. 

{ey {ey 
+ {2c,V,{Sijy {SijY- C 2 ( 6 ) 0 7 ^ + 2CtV,{s",j siyjTy 

de 

dx. 

d 

Yx, n,dA -^-{u"e"y (21) 

where 

1 / du, du, 
- -I- — -
2 \ dXj dx, 

(22) 

In the above equations, all triple and high order correlations are 
dropped. The presence of porous matrix has brought out two 
additional terms in the turbulence kinetic energy equation (20), 
namely, the production term 2v,{s",j s'ljY and the dissipation term 
(v/Vf) jAi„, (dk/dxj) rijdA. (Note, it is 2v,{s",j s",jY that is solely 
responsible for the kinetic energy production for the case of 
macroscopically uniform flow with zero macroscopic mean shear, 
and also that {dkidXj)nj in the dissipation term is always negative 
due to the no-slip requirements. See also the argument on this 
respect by Masuoka and Takatsu (1996).) The sum of these two 
terms corresponds to the net-production rate inherent in the pres
ence of porous matrix, which balances with the dissipation rate for 
the case of fully-developed macroscopically unidirectional flow 
with zero macroscopic mean shear through a porous medium. 
Thus, we model these two terms collectively as 
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, V dk 
(23) 

A similar argument can be made for the corresponding two terms 
on the right-hand side of the macroscopic equation for the dissi
pation rate (21). Thus, we set 

.<e) 
-^2c,v^sls';;)f^+- -njdAf 

de 
(24) 

Hence, we obtain the following set of the macroscopic transport 
equations for (kY and (e)-'̂ : 

diky d , a 

and 

diey d , d 

I' + — S,; -I-
diky 

+ 2v,{s,jy{s,y-{ey+e„ (25) 

l̂  -I- — S;: -t-
CTJ"'' ' ht^4>PfCpf\ dXj 

(ey el 
+ (2c,i',<^y)^(^,y)^ - c,{ey) j^f+c^Y^ (26) 

where LCk and Le^ are the Lewis numbers for the mechanical 
dispersions. The model constants, namely, 6o„ and A:„, should be 
determined from either turbulence measurements or numerical 
experiments. 

Preliminary Consideration for Turbulence Model 
Constants 

Experimental determination of the unknown model constants, 
namely, e„ and k„, requires detailed turbulence measurements in a 
pore-scale, which may not easily be done even for artificially 
consolidated porous media. Alternatively, we may choose to con
duct a numerical experiment to determine them, using the set of 
microscopic governing equations. 

For the macroscopically uniform flow with zero mean shear, the 
macroscopic model equations (25) and (26) reduce to 

« / ^ ' = - ( e > ' . . 
dx 

and 

<«K 
djey 
dx (ky 

6 » 

(27) 

(28) 

When the flow is periodically fully-developed, the foregoing equa
tions yield 

{ky=k„ and <e)^ (29) 

Thus, we may determine the unknown model constants, 6„ and koo, 
from the intrinsic volume average values of the turbulence kinetic 
energy and its dissipation rate attained in a periodically fully-
developed flow through a porous medium. 

Kuwahara et al. (1994) and Nakayama et al. (1995) conducted a 
series of numerical experiments for the laminar flow regime, using 
various two- and three-dimensional numerical models for porous 
media, such as arrays of square rods, circular rods, spheres and 
cubes. They found that all these models lead to almost identical 
expressions for the permeability, which are in good accord with 
Ergun's empirical formula (1952). The recent numerical study on 
thermal dispersion by Kuwahara et al. (1996) also supports the 
possibility of utilizing the results based a two-dimensional numer
ical model to estimate the thermal dispersion in packed spheres. 
These reports prompt us to consider a two-dimensional periodic 

Fig. 1 Physical modei and its coordinates 

array of square rods placed in an infinite space, as illustrated in 
Fig. 1. 

Numerical Procedure 
Due to the periodicity of the model, only a one structural unit 

can be taken as a microscopic calculation domain, as indicated by 
dashed lines in the figure. On the solid walls, usual wall functions 
based on the constant stress layer assumption are applied to the 
grid nodes next to the solid wall to match the interior flow with the 
required wall conditions, while, on the periodic boundaries, the 
following compatibility and periodic constraints are imposed; 

uU2H= uL-o, u|v=H = "|y=o (30a) 

udy 

vdx 
y = H 

udy 

vdx 

= H\{u)\ cos e (30fo) 

= 2// |(u)| sin e (30c) 
y=0 

k\x=o ~ k\x=2Hi k\y=t) — ^ | j=H 

'•\y=H 

(30rf) 

(30e) 

Only the representative cases of 6 = 0 are treated in this report. We 
shall define the Reynolds number based on the Darcian velocity 
Ku)l = (̂ l(u)-'̂ l and length of structural unit H as Re^ = \{vi)\Hlv. 
Extensive numerical calculations using the microscopic governing 
equations (1) to (5) are carried out for a wide range of the porosity 
4>=\- {DIHf (0.2 ~ 0.9) and Reynolds number Re„ (10' ~ 
10'), so as to investigate their effects on the numerical results. 

The governing equations are discretized by integrating them 
over a grid volume. SIMPLE algorithm for the pressure-velocity 
coupling, as proposed by Patankar and Spalding (1972) is adopted 
to correct the pressure and velocity fields. Calculation starts with 
solving the two momentum equations, and subsequently, the esti
mated velocity field is corrected by solving the pressure correction 
equation reformulated from the discretized continuity and momen
tum equations, such that the velocity field fulfills the continuity 
principle. Then, the turbulence model equations are solved to find 
the eddy diffusivity field. This iteration sequence is repeated until 
convergence is achieved. Further details on this numerical proce
dure can be found in Patankar (1980) and Nakayama (1995). All 
computations have been carried out for a one structural unit 2H X 
H using highly nonuniform grid arrangements with 300 X 150 
nodes. It has been confirmed that the results are independent of the 
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(a) Velocity vectors 

(b) Pressure 

(c) Ttarbulence kinetic energy 

(d) Dissipation rate of turbulence kinetic energy 

Fig. 2 Typical microscopic results for Re^ = 10° and (f> = 0.75. (a) 
Velocity vectors; (b) pressure; (c) turbulence kinetic energy; (cf) dissipa
tion rate of turbulence Idnetic energy. 

grid system. All computations were performed using the computer 
system CONVEX 220 at Shizuoka University Computer Center. 

Determination of Turbulence Model Constants 

Figures 2{a) to (d) show typical distributions of velocity vectors, 
pressure, turbulence kinetic energy and its dissipation rate in a 
microscopic porous structure, obtained at Re^ = 10' for the cases 
of (#) = 0.75. 

The flow accelerates around the windward corners and separates 
over the leeward corners to form weak recirculation bubbles as in 
the case of the backward facing step. The pressure increases at the 
front stagnation face of the square rod, and decreases drastically 
around the comer as can be seen from the pressure contours. The 
macroscopic pressure gradient, obtained by integrating the micro

scopic pressure results over a structural unit, agrees very well with 
the existing emprical formula. Such comparison can be found in 
Nakayama et al. (1995) and Kuwahara et al. (1996). The turbu
lence kinetic energy is high around the corner where a strong flow 
acceleration takes place, and subsequently, a strong shear layer is 
formed downstream of the corner. A series of calculations per
formed for various sets of porosity and Reynolds number, reveal 
that the dimensionless quantities are sensitive to the porosity, but 
fairly insensitive to the Reynolds number. 

Having established the microscopic turbulence fields, the intrin
sic volume average values can readily be evaluated by integrating 
the microscopic turbulence quantities over the fluid phase domain 
within the structural unit. As can be expected from the microscopic 
results, the effect of the Reynolds number on the intrinsic average 
quantities, (kY = k„ and (e)-̂  = e„ is negligibly small, whereas 
that of the porosity is substantial, as can be seen from Figs. 3(a) 
and (b), plotted for fc„ and e„, respectively. These figures suggest 
the following correlations: 

/t„ = 3.7 
1 

# 
l(u)l^^ 3.1(1-,j>),p'>Tujy{ujy (31) 

and 

= 39 
( l -</))^l(u>l ' 

<!> H 

= 394.^(1-<^)='^^({S,y <«,)/) ^ (32) 

Nakayama et al. (1995) and Kuwahara et al. (1996) showed 
though numerical experiments that the results based a two-
dimensional numerical model can be used to estimate the pressure 
drop and thermal dispersion in packed spheres. Thus, the present 

10 

• Re=10' 

1 M t i t -

Iff' 10 .J ^,,1/2 10' 

Fig. 3(a) Turbulence kinetic energy 

loY 

10 

• Re=lQ 

a /?e=10' 

10' 10* a-m 10" 10' 

Fig. 3(b) Dissipation rate of turbulence kinetic energy. 

Fig. 3 Effect of porosity on turbulence 
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Fig. 4 Physical modei for a iarge scale direct computation 

formulas (31) and (32) for the model constants fe„ and e„, deter
mined numerically using the microscopic results based on the 
square rod array, may be used to investigate the turbulent flow 
through packed spheres, as the square rod size D is taken for the 
average diameter of packed spheres. 

Assessment of Macroscopic Turbulence Model 
In order to assess the present macroscopic turbulence model, we 

shall investigate a steady unidirectional highly turbulent flow 
entering into a semi-finite periodic array of square rods, from both 
microscopic and macroscopic points of view. From the micro
scopic view, we carry out a large scale direct computation using 
the set of microscopic equations for a row of the periodic structural 
units, as shown in Fig. 4, and then integrate the microscopic results 
of turbulence quantities over every unit, to obtain the macroscopic 
decay of turbulence. (The periodic boundary conditions are used 
only for the upper and lower boundaries.) From the macroscopic 
view, we solve the macroscopic turbulence model equations (25) 
and (26) with the model constants as given by (31) and (32), to 
predict the streamwise decay of turbulence, and compare the 
results against the foregoing results based on the large scale direct 
computation. In the large scale direct computation, the grid nodes 
(3000 X 150) are laid out so that we have the same spatial 
resolution as in the microscopic calculation within a single unit. In 
the one-dimensional computation with the macroscopic model 
equations, we set A.̂  = HI 150 to have a sufficient resolution. In 
both microscopic and macroscopic computations, we have carried 
out the grid refinement tests and confirmed that the grid systems 
used in the study are quite adequate for the present purpose. 

Figures 5{a) and {b) show the microscopic fields of turbulence 
kinetic energy and its dissipation rate obtained from the large scale 
direct computation for the case of Re/, = 10', 4> — 0.75, the inlet 
turbulence kinetic energy {kY = 10A:„ and its dissipation rate (e)-'̂  
= 30€„. It can be seen that the turbulence decays drastically over 
a short distance from the entrance, and that periodically fully-
developed patterns are established as the fluid passes downstream. 
The streamwise decay of the macroscopic turbulence kinetic en
ergy and that of the dissipation rate predicted by the present 
macroscopic turbulence model are presented in Figs. 6(a) and {b) 
along with the intrinsically averaged values based on the large 
scale direct computation. Good agreement between the two sets of 
the results reveals the validity of the,present macroscopic turbu
lence model. The difference between the two sets of the results is 

Fig. 5(a) Turbulence kinetic energy 

^•iif«iW«iii#lw 
Fig. 5(b) Dissipation rate of turbulence kinetic energy 

Fig. 5 Microscopic results from a large scale computation 
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Fig. 6(a) Turbulence kinetic energy 
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Fig. 6(b) Dissipation rate of turbulence kinetic energy 

Fig. 6 Decay of turbulence 

appreciable near the inlet, where the turbulence kinetic energy 
decreases drastically. The error, however, is found 30% at most. 

Finally, let us estimate the effect of turbulence on the scalar 
transport as compared with that of the mechanical dispersion. 
From Eq. (17), the apparent thermal conductivity tensor is given 
by 

(^app),j = \k,+ <j) 
Pf'^pfV, 

S y + (^,or)y + (^dis)o ( 3 3 ) 

For the case of high Reynolds number, the molecular diffusion 
terms are negligible. Hence, we may approximate the apparent 
thermal conductivity tensor as 

(*:app),j '^ <^ ~ ^U + (^dis)y (34) 

Its transverse component (normal to the macroscopic flow direc
tion) may be estimated as follows: 

V"^appj '•app/22 • 0.03 t . + 0-05 Vl - ' ^ j Mc^fiuYD (35) 

Equations (31), (32) and (19) are used to evaluate the fully devel
oped value of V, whereas the correlation based on the numerical 
experiment by Kuwahara et al. (1996) is used to estimate (fcdis)22-
The foregoing equation suggests that the contribution from the 
turbulent mixing is comparable to that from the mechanical dis
persion. It is also interesting to note that, for given mass flow rate 
4>{uy and particle size D, the increase in the porosity (/) enhances 
turbulent mixing, and at the same time, damps mechanical disper
sion within porous media. Thus, even in a sufficiently highly 
porous medium, where the effect of the mechanical dispersion on 
the scalar transport is insignificant, that of the turbulence mixing 
may not be negligible. 

Conclusions 
A macroscopic two-equation turbulence model has been pro

posed for analyzing turbulent flow and heat transfer within porous 
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media. The Reynolds-averaged set of the governing equations in 
consideration, namely, the continuity equation, Navier-Stokes 
equation, energy equation, turbulence kinetic energy transport 
equation, and that of dissipation rate, were integrated over a 
control volume to obtain the spatially-averaged set of the govern
ing equations. The additional terms representing production and 
dissipation of turbulence kinetic energy and its dissipation rate 
have been modeled introducing two unknown model constants, 
which are determined from a numerical experiment using a spa
tially periodic array. The model has been tested for macroscopi-
cally unidirectional flow through a porous medium. Further inves
tigation is needed to find out the applicability of the present model 
to more general cases of turbulent flows in porous media. 
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High-Lift Optimization Design 
Using Neural Networks on a 
Multi-Element Airfoil 
The high-lift performance of a multi-element airfoil was optimized by using neural-net 
predictions that were trained using a computational data set. The numerical data was 
generated using a two-dimensional, incompressible, Navier-Stokes algorithm with the 
Spalart-Allmaras turbulence model. Because it is difficult to predict maximum lift for 
high-lift systems, an empirically-based maximum lift criteria was used in this study to 
determine both the maximum lift and the angle of attack at which it occurs. Multiple input, 
single output networks were trained using the NASA Ames variation of the Levenberg-
Marquardt algorithm for each of the aerodynamic coefficients (lift, drag, and moment). 
The artificial neural networks were integrated with a gradient-based optimizer. Using 
independent numerical simulations and experimental data for this high-lift configuration, 
it was shown that this design process successfully optimized flap deflection, gap, overlap, 
and angle of attack to maximize lift. Once the neural networks were trained and integrated 
with the optimizer, minimal additional computer resources were required to perform 
optimization runs with different initial conditions and parameters. Applying the neural 
networks within the high-lift rigging optimization process reduced the amount of compu
tational time and resources by 83% compared with traditional gradient-based optimiza
tion procedures for multiple optimization runs. 

Introduction 

The design of an aircraft's high-lift system is a crucial part of 
the design phase of commercial and military airplanes since this 
system controls the takeoff and landing performance. A well 
designed high-lift system can lead to increased payloads and 
increase the operational flexibility by extending ranges and by 
decreasing take-off and landing distances. Traditionally, high-lift 
designs have been accomplished through extensive wind tunnel 
and flight test programs which are expensive and difficult due to 
the complex flow interactions. Recently, computational fluid dy
namics (CFD) has been incorporated in high-lift design (Ying, 
1996). For high-lift applications, CFD can also be expensive 
because the entire design space is large, grids must be generated 
around geometrically-complex high-lift devices, and complex flow 
phenomena must be resolved. In order to achieve optimum, rapid 
designs, new tools for speedy and efficient analysis of high-lift 
configurations are required. 

Artificial neural networks are a collection (or network) of simple 
computational devices used to calculate nonlinear data. The ability 
of neural networks to accurately learn and predict nonlinear mul
tiple input and output relationships makes them a promising tech
nique in modeling nonlinear aerodynamic data. Computational 
fluid dynamics in conjunction with neural networks and optimiza
tion may help reduce the time and resources needed to accurately 
define the optimal aerodynamics of an aircraft including high-lift. 
Essentially, the neural networks will reduce the amount of data 
required to define the aerodynamic characteristics of an aircraft 
while the optimizer will allow the design space to be easily 
searched for extrema. 

Recently, neural networks have been applied to a wide range of 
problems in the aerospace industry. One study demonstrated that 
application of neural networks to rotor blade design reduced the 
time required to optimize the blades (LaMarsh et al., 1992). Faller 
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and Schreck (1995) used neural networks to predict real-time 
three-dimensional unsteady separated flowfields and aerodynamic 
coefficients of a pitching wing. It has also been shown that neural 
networks trained with measured data predict with sufficient accu
racy to enable identification of instrumentation system degradation 
(McMillen et al., 1995). Steck and Rokhsaz (1997) have trained 
neural networks to predict aerodynamic forces with sufficient 
accuracy for design and modeling. As a final example, Rai and 
Madavan (1998) demonstrated the feasibility of applying neural 
networks to aerodynamic design of turbomachinery airfoils. 

Neural networks have been used at NASA Ames Research 
Center to minimize the amount of data required to define the 
aerodynamic performance characteristics of a wind tunnel rnodel 
(Jorgensen and Ross, 1997 and Ross et al., 1997). It was shown 
that when only 50% of the data acquired from the wind tunnel test 
was used to train neural nets, the results had the same predictive 
accuracy as the experimental measurements. The success of the 
NASA Ames neural network application for wind-tunnel data 
prompted this current study (Greenman, 1998) to use optimization 
with neural networks to optimize high-lift aerodynamics of a 
multi-element airfoil. 

This paper describes a process which allows CFD to impact 
high-lift design. This process has three phases: 1) generation of the 
training database using CFD; 2) training of the neural networks; 
and 3) integration of the trained neural networks with an optimizer 
to capture and search the high-lift design space. In this study, an 
incompressible two-dimensional Navier-Stokes solver is used to 
compute the flowfield about the three-element airfoil shown in Fig. 
1. The selected airfoil is a cross-section of the Flap-Edge model 
(Storms, 1997) that was tested in the 7- by 10-Foot Wind Tunnel 
No. 1 at the NASA Ames Research Center (detailed analysis 
comparing CFD results to experimental data is presented by 
Greenman (1998)). The CFD database for this flap optimization 
problem contains 27 different flap riggings (refer to Fig. \{b)) 
which are each computed at ten different angles of attack. The 
neural networks are trained by using the flap riggings and angles of 
attack as the inputs and the aerodynamic forces as the outputs. The 
neural networks are defined to be successfully trained to predict 
the aerodynamic coefficients when given a set of inputs that are not 
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a) Three-Element Airfoil ^ . . 

flap deflection 

overlap 

b) Definition of flap rigging parameters 

slat deflection 

c) Definition of slat rigging parameters 

Fig. 1 Three-element airfoil 

in the training set, the outputs are predicted within the experimen
tal error. The experimental error of the total lift coefficient (Cj) is 
±0.02 for Ci < 0.95C,,„„ and ±0.06 for C, > 0.95C,„„. Finally, 
the trained neural networks are integrated with the optimizer to 
allow the design space to be easily searched for points of interest. 
It will be shown that this enhanced design process minimizes the 
cost and time required to accurately optimize the high-lift flap 
rigging. To date, this is the first study that used trained neural 
networks on a CFD database integrated with a gradient optimizer 
to optimize the high-lift rigging on a multi-element airfoil. 

A brief description of the training set generation is presented in 
the next section, including grid generation, the governing equa
tions, maximum lift criteria, and the flow solver. Next, the neural 
network training is discussed followed by the optimization pro
cess. The results are then presented, from which the effectiveness 
of optimization with neural networks as a tool to reduce resources 
required in aerodynamic design is discussed. 

Training Set Generation 

Geometry Definition. Extensive wind-tunnel investigations 
(Storms, 1997) have been carried out for the Flap-Edge geometry 
shown in Fig. 1. The model is a three-element airfoil consisting of 

Fig. 2 Grid around ttiree-element airfoil (every other point shown for 
clarity) 

a 12%c LB-546 slat, NACA 632-215 Mod B main element and a 
30%c Fowler flap where c is the chord of the cruise wing. 
Two-different slat deflection angles are computed, six and twenty-
six degrees. Each slat has a gap of gap, = 2.0%c and an overlap 
of o/, = -0.05%c. In this present study, only the results of the 
six-degree slat deflection data set are presented (refer to Greenman 
(1998) for detailed Sj = 26.0° results). For the computational data 
base, 27 different flap riggings are created for each slat configu
ration. The flap riggings are combinations of the following flap 
deflection, gap, and overlap defined in Fig. 1(b). The flap deflec
tion angles are Ŝ  = 25.0°, 29.0°, and 38.5°. The three gap 
settings are gapf = 1.50, 2.10, and 2.70%c whereas the overlap 
settings are olf = 0.40, 1.00, and 1.50%c. All gap and overlap 
values in this paper are expressed in terms of percent clean chord, 
%c. In this study, Rê . = 3.7 million and the angle of attack varies 
from 0.0° < a < 22.0°. 

Grid Generation. The grids around the three-element airfoil 
are generated using OVERMAGG (Rogers, 1997) which is an 
automated script system used to perform overset multi-element 
airfoil grid generation. OVERMAGG takes as input the surface 
definition of the individual elements of the airfoil. Then it creates 
a surface grid for each individual element by generating and 
redistributing points from the given surface definition. It calls the 
HYPGEN code (Chan et al, 1993) to generate volume grids about 
each element. OVERMAGG also automatically calls the PEGSUS 
code (Suhs and Tramel, 1991) to unite the individual meshes into 
an overset grid system which is the final output of OVERMAGG. 

Figure 2 shows the grid system used. A grid resolution study 
(Greenman, 1998) is conducted to determine the grid density 
required to solve the physical flow features. As a result, a total of 
121,154 grid points are used consisting of a 242 X 81 C-grid 
around the slat; a 451 X 131 C-grid around the main; and a 351 X 
121 embedded grid around the flap which is used to help resolve 
the merging wake in this region. The normal wall spacing for all 
grids is 5 X 10"' chords and Re^ = 3.7 million. 

Nomenclature 

Cj = drag coefficient, C,, = D/(q,^S) 
C, = lift coefficient, C, = LI{q.S) 

C,„ = moment coefficient, 
C,„ = Mliq^Sc) 

C,, = pressure coefficient, C^ = 
(P - P.)/q. 

c = chord, c = 0.761 m 
D = drag force 
L = lift force 

M = pitching moment 

ol = overlap 
p = pressure 

q„ = freestream dynamic pressure, 
q^ - {p^Vi 

rms = root-mean-square 
= Reynolds number. 

Re, = p«VooC/)Xoo 
S = wing area 
V = freestream velocity 
a = angle of attack 

Re, 

S = deflection angle 
/a = coefficient of viscosity 
p = density 

Subscripts 
/ = f l a p 

mca = maximum 
,? = slat 

00 = freestream value 
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Fig. 3 Computational lift coefficient versus angle of attack for 8s = 6.0° 
gap, - 2.0%c, o/, = -0.05%c, S, = 38.5°, gap, = 2.7%c, ol, = 0.4%c 

Numerical Methods. In order to generate the necessary com
putational training data, each high-lift configuration is analyzed at 
ten different angles of attack. The incompressible Navier-Stokes 
equations in two-dimensional generalized coordinates are solved 
using INS2D-UP (Rogers and Kwak, 1990,1991) flow solver. This 
code has been used extensively to predict high-lift multi-element 
airfoil flows. INS2D-UP uses an artificial compressibility approach 
to couple the mass and momentum equations. The convective 
terms are differenced using a third-order accurate upwind biased 
flux-splitting. The equations are solved using a generalized mini
mum residual implicit scheme. Since the flow is turbulent, the 
Spalart-Allmaras (Spalart and Allmaras, 1992) turbulence model is 
used in this study for closure. The Spalart-Allmaras turbulence 
model has been successfully used to compute flowflelds associated 
with high-lift multi-element airfoils (Rogers, 1993 and Dominik, 
1994). 

Maximum Lift Criteria. The determination of maximum lift 
is one of the most important results of any high-lift wing design 
study. Figure 3 shows the computed lift coefficient versus angle of 
attack for one high-lift setting. The solid symbols show that the 
computational curve continues to increase and thus does not ac
curately predict maximum lift. 

Valarezo and Chin (1994) reported a hybrid method that couples 
cost-effective computational fluid dynamics technology with 
empirically-observed phenomenon in order to predict maximum 
lift (C,„„„) for complex multi-element wing geometries. Their 
semi-empirical C,,„„ criteria for multi-element airfoils or wings, 
designated the "pressure difference rule" (PDR), states that for a 
given Reynolds and Mach number combination, there exists a 
certain difference between the peak suction pressure coefficient 
and the trailing edge pressure coefficient, ACp,,,̂  = Cp^ ĵ - C,,,, 
at the maximum lift condition. For the flow conditions of this 
study, the pressure difference value is -13.0. The rule is applied 
to each element of the airfoil. The slat is the element that has 
pressure differences greater than the acceptable value, thus this is 
the critical element in determining the maximum lift. By applying 
the pressure difference rule to the training data set, it is then 
reduced to include only the data points that are at or below the 
maximum lift (open triangles in Fig. 3). Although this particular 
configuration was not tested in the wind-tunnel, the angle where 
maximum lift is predicted is near where the expected experimental 
value would be by observations of similar configurations. 

The neural networks are trained with the entire data set for the 
six-degree slat and then also with the processed data set that 
includes only data up to and containing maximum lift to compare 
the prediction accuracy. For the outputs, C,, C,,, and C„„ the rms 

(root-mean-square) error is much lower when the pressure differ
ence rule is applied (Greenman, 1998). 

Neural Network Training 
The architecture of the neural networks in this study is a multi

layer network with tangent hyperbolic activation functions in 
hidden layer units, and a linear transfer function in the output unit. 
Individual 4-input, 1-output networks are used to model each of 
the desired aerodynamic coefficients. A NASA Ames variation of 
the Levenberg-Marquardt training scheme is used because it pro
vides better accuracy than the other schemes tested including the 
back-propagation training method (Jorgensen and Ross, 1997 and 
Norgaard et al., 1997). The single output networks for each of the 
aerodynamic coefficients yield more precise modeling than 
multiple-output networks (McMillen et al., 1995 and Ross et al., 
1997). The neural network contains 15 nodes in the hidden layer 
and Fig. 4 shows a sketch of the architecture. 

The four independent input variables are flap deflection, gap, 
overlap, and angle of attack (a) as illustrated in Fig. 4. The outputs 
are lift, drag and moment coefficients (C,, C,,, and C,„), and the 
pressure difference, C,„,,̂ y. Thus, four different networks are used to 
train each of the outputs. However, only the results from the neural 
network that predict the lift coefficient and the pressure difference 
are presented in this paper. 

Optimization Witii Neural Networlis 

Optimization Procedure. The problem addressed in this 
study is to optimize the high-lift riggings to maximize the lift 
coefficient. The design variables are flap deflection, gap, overlap 
and the angle of attack. The objective function which is defined to 
be the value or function that is being driven to the optimal 
maximum (or minimum) is the lift coefficient. In this study, the 
optimizer is integrated with the trained neural networks so that it 
can calculate the gradient search direction in order to find the 
maximum objective function. In some instances, a constraint C,,,,̂ ^̂  
a —13.0 is applied to the optimization problem. 

The optimization procedure that is used in this study is shown in 
Fig. 5. There are three different phases in the optimization proce
dure: generate the training set, train the neural networks, and 
optimize. The first two phases need only to be performed once in 
this process. The first phase is to generate the training set as 
discussed in the previous sections. This data set is then used in 
phase 2 to train the neural networks to accurately predict the 
aerodynamic coefficients for any set of inputs that is within the 
design space. 

The trained neural networks are now used in phase three which 
is an iterative phase. The optimization phase begins with the 
optimizer generating a baseline objective function from the initial 
values of the design variables. This is accomplished by inputting 

input layer ^ hidden layer ̂  output layer 

I '«• ' I 

Fig. 4 Neural network architecture with 15 nodes in tfie hidden layer 
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Fig. 5 The three phases of the neural network optimization procedure 

the initial values of the design variables into the neural network 
which then computes the output, that is the lift coefficient, for 
those sets of design variables. One of the most important advan
tages of the optimization process is that once the neural networks 
have been trained, new designs can be rapidly analyzed whereas, 
the traditional optimization process would require function evalu
ations using CFD for every new design considered. The next step 
that the optimizer performs is to perturb each of the design vari
ables to calculate the direction of the gradient using the previously 
obtained values from the neural net. Figure 6 illustrates the details 
of phase 3 of the optimization process. Using the neural network. 
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Fig. 6 Phase 3 of optimization process 

c) Method 9 

Fig. 7 Computational cases that are used to train the neural networks 

the optimizer continues to modify the design variables and search 
for the con'ect gradient direction until a set of design variables is 
found with a maximum objective function which meets all the 
constraints. 

Optimizer. The optimizer that is used in this study is NPSOL 
(Gill et al., 1994) which is a gradient-based optimizer. NPSOL is 
chosen as the optimizer because of past experience (Greenman et 
al., 1998) and its flexibility. In order to locate the maximum of the 
objective function, the optimizer uses a sequential quadratic pro
gramming algorithm. The search direction at each iteration is the 
solution of a quadratic programming problem. 

Results 

Minimizing Training Data Samples. The neural networks 
are trained with computational data consisting of 27 configurations 
as shown in Fig. 7. The numbers in the shaded boxes represent the 
case number for that particular flap rigging. A study was conducted 
to determine the correct number of iterations (the number of times 
the training data is presented to the neural networks to learn) 
required to train the neural networks. The results of this learning 
curve are presented by Greenman (1998). It was determined that 
250 iterations were optimal for this study. 

Even though the computational database that is used is sparse, a 
study (Greenman, 1998 and Greenman and Roth, 1999) was con
ducted to see how much further the training set can be reduced and 
still allow the neural networks to predict within the acceptable 
error. Several subsets of the computational data were used to train 
the neural nets. It was shown that carefully selecting configurations 
to omit from the training set, neural networks can be trained with 
only 50-74% of the entire data set to accurately predict the 
aerodynamic characteristics of a multi-element airfoil (Greenman, 
1998 and Greenman and Roth, 1999). Method 1 designates the 
training set which contains all the computed data (Fig. 7). Figure 
7 shows additional training methods that are successful in training 
the neural networks and that are presented in this paper. Here, the 
shaded boxes represent the cases that are in the training set 
whereas the numbers in the white boxes and in the parentheses are 
the cases that are omitted from the training set. 

High-Lift Flap Setting Optimization. The high-Uft system is 
optimized by maximizing the lift coefficient. The design variables 
in this study are chosen to be the flap deflection, gap, overlap, and 
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Table 1 Design space for S, = 6.0 degrees 

Design 
Variables 

^f 

gap/ 

overlap^ 

a 

Lower 
Bound 

25.0 

1.50 

0.40 

0.0 

Upper 
Bound 

38.5 

2.70 

1.50 

10.0 

Table 3 Constrained optimization results for method 9 as the 
training set 

Run 

9-C-
4Cp 

9-C-
opt 

DV 

«/ 
g"P^ 

oV 
a 

S/ 
gap/ 

•>!/ 

a 

orig 

32.0 

2,10 

0.95 

5.0 

32.0 

2.10 

0.95 

5.0 

mod 

37.5 

2.08 

0.40 

9.0 

38.5 

1.5 

0.4 

8.30 

c, 
orig 
m 

3.19 

3.18 

C, 
oris 

m2D 

3.20 

3.20 

4% 
orig 

-0.31 

-0.63 

3.94 

3.94 

INSID 

3.86 

3.92 

A% 

2.07 

0.51 

4C, 

-13.0 

•13.0 

AC, 
ill 

INSID 

-13.0 1 

-13.4 

CPU 
(sec) 

27.3 

26.1 

angle of attack. The bounds on the design space (shown in Table 
1) are chosen to be the same as the design space that are used to 
train the neural networks with the exception that for optimization 
cases without constraints, the angle of attack is bounded to a = 
10.0° since this is near the range where maximum lift is predicted 
to occur by the pressure difference rule for most of the configu
rations. To start the optimization, the initial values of the design 
variables are arbitrarily chosen. 

Method 9. Method 9 is used to train the neural networks which 
are integrated with the optimizer. Method 9 contains only 74% of 
the entire configurations in the training set (Fig. 7). Five different 
optimization runs are shown in Table 2. Each of these runs has 
different initial or starting values (orig) of the design variables 
(DV). Gradient based optimizers do not guarantee that the maxi
mum which is found is the global maximum of the design space; 
it only guarantees an improvement. Thus, different starting values 
of the design variables are used to search the entire design space. 
The first optimization run, 9-A, has the initial design variables set 
to the lower bounds. Whereas, the second run, 9-B, has the initial 
values set to the upper bounds of the design space. In the third run, 
9-C, the initial conditions are set to the average value of the lower 
and upper bounds. The last two runs have arbitrary initial values to 
test different regions of the design space. With this optimization 
procedure, the design space can be easily searched with several 
optimization runs because each run only requires several seconds 
of CPU time. A total of 28.6 CPU seconds are used for these five 
optimization runs. 

In this study, the optimizer found 2 different maximums. The 
smaller of the two maximums is found using the initial design 
variables of Runs 9-B through 9-E. The modified high-lift rigging 
is df = 38.5°, gapf = 2.04%c, ol, = 1.50%c, and a = 10.0° 
and has C, = 4.11. The other maximum for this particular study 

Table 2 

Run 

9-A 

9-B 

9-C 

9-D 

9-E 

DV 

8/ 
gap/ 

«'/ 
a 

8/ 
8«P/ 

"1/ 

a 

h 
gUP/ 

01/ 

a 

»/ 
mif 

"'/ 
a 
S/ 

gap/ 

»'/ 
a 

Optimization results with method 9 as 

orig 

25.0 

1.50 

0.40 

0.0 

38.5 

2.70 

1.50 

10.0 

32.0 

2.10 

0.95 

5.0 

30.0 

1.90 

0.75 

4.0 

27.0 

2.10 

0.50 

2.0 

mod 

38.5 

2.01 

0.56 

10.0 

38.5 

2.04 

1.50 

10.0 

38.5 

2.04 

1.50 

10.0 

38.5 

2.04 

1.50 

10.0 

38.5 

2.04 

1.50 

10.0 

c, 
oris 
m 

2.04 

3.54 

3.19 

3.02 

2.51 

Cl 
orig 

INS2D 

2.04 

3.56 

3.20 

2.96 

2.47 

orig 

0.0 

-0.56 

•0.31 

2.02 

1.62 

c, 
mod 
NN 

4.13 

4.11 

4.11 

4.11 

4.11 

Q 

INS2D 

4.03 

4.00 

4.00 

4.00 

4.0O 

the training set 

A% 

mod 

2.48 

2.75 

2.75 

2.75 

2.75 

AC, 
diff 

INS2D 

-14.8 

-14.5 

-14.5 

•14.5 

-14.5 

CPU 
(sec) 

6.9 

3.3 

6.9 

5.5 

6.0 

is just slightly higher at C, = 4.13. The modified values of the 
design variables for this case are S/ = 38.5°, gapf = 2.01 %c, olf 
= 0.56%c, and a = 10.0°. The flap deflection for both instances 
is optimal at the upper bound. The modified gaps are free variables 
(the variable lies between the upper and lower bounds) and close 
to each other, whereas the overlaps are quite different. The smaller 
maximum has the overlap at the upper bound whereas the larger 
maximum has it as a free variable. Both configurations have the 
angle of attack to be optimal at the upper bound. 

The accuracy of the neural network prediction is tested for both 
the initial and modified configurations by generating the appropri
ate grid and computing the INS 2D solution. Then the predicted and 
computed C, are compared and the percent difference (A%) is 
shown in Table 2. The initial configurations have lower errors than 
the modified configurations. In Run 9-A there is zero error and 
only one case has an error greater than 2%. Modified configura
tions have prediction errors greater than 2%. The pressure differ
ence rule is applied to these cases to determine if the modified 
configurations have a Cpj,̂  less than the acceptable value. Exam
ining the outcome, shows that the pressure difference exceeds the 
allowable value of Cp^i^j = -13 .0 . All the pressure differences are 
equal to or greater than Cp,„;̂  = -14 .5 . Some CFD training data 
may be nonphysical at the upper bound of the angle of attack since 
the bound on angle of attack is chosen to be an average value of 
where maximum lift occurs. Consequently, the neural networks are 
not properly trained to predict the aerodynamics in this range. 

Constrained Optimization. In order to test whether the accu
racy would get better if the modified configurations were restricted 
within the empirically predicted pre-stall range, the upper bound 
on the angle of attack design variable is removed. Instead a 
constraint is placed on the value of the pressure difference, Cp^ig a 
— 13.0. An additional neural network is trained with flap deflec
tion, gap, overlap, and angle of attack to predict the pressure 
difference. In this case, the entire training data is used to compute 
Cpjifj, whereas the neural networks that compute the aerodynamic 
coefficients are trained with data only including pre-stall data that 
is predicted by the pressure difference rule. The design variables of 
the optimization runs remain the same as does the objective 
function. The results of the case that found the best improvement 
by the optimizer are shown in Table 3 for Run 9-C-ACp. The 
modified design variables are 8/ = 37.5°, gapf = 2.08%c, olj = 
0.40%c, and a = 9.0°. The modified angle of attack is lower than 
in the previous case that specified the upper bound to be a = 10.0°. 
The neural network predicted the pressure difference value to be 
exactly what is calculated with the INS2D solution and predicted 
the modified lift coefficient to be higher than 2% the actual INS2D 
value. 

To further reduce the prediction error in the modified lift coef
ficient, the INS2D data from this optimal case is added to the 
training data. The neural networks are then re-trained with this 
additional information in hope that it will improve the accuracy. 
The optimization runs are again constrained and the best improve
ment is shown in Table 3 denoted by Run 9-C-opt. The values of 
the modified design variables are different for the flap deflection, 
gap, and angle of attack and are the same for the overlap that in the 
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previous case. The modified lift coefficient predicted by the neural 
network happens to be the same as in the previous optimization 
run, however, the 1NS2D value of the modified coefficient is 
different and the error is reduced to only 0.51%. Thus, by con
straining the design space that the optimizer is allowed to search 
and by adding one data point hear maximum lift to the training 
data, the prediction error is reduced and all constraints are met. 
The predicted and actual pressure difference are close and differ by 
only 0.4. It should be noted that the CPU time required to run a 
constrained optimization run is increased, however, it is still less 
than 30 seconds as shown in Table 3. 

To get a better understanding of the flow physics, the pressure 
distribution of the modified and original configurations for opti
mization Run 9-C-opt are examined. Figure 8(a) shows the mod
ified and original flap positions in relation to the main element 
trailing edge. Figure 8(i>) shows the pressure distribution of the 
slat, main, and flap elements in a solid line for the modified 
configuration. The original configuration was initially at a = 5.0° 
(plotted in a dotted line) but in order to compare the pressure 
distributions, the original configuration is also plotted at a = 8.3° 
(in a dashed line). The basic shape of the Cp curves are similar for 
all elements for both configurations. The flow is attached for all 
elements. The suction pressure on the modified elements are 
clearly larger than the original configuration resulting in greater 
lift. There are interesting features on the original and modified flap 
elements. The sharp spike at the trailing edge occurs from the 
sharp point at the trailing edge of the flap geometry. The multiple 
spikes that are located at the leading-edge of the flap element are 
associated with the original definition of the geometry. The flap at 

this region is faceted (refer to Greenman (1998) for detailed 
explanation of the flow physics). 

Benefits of New Process 
The aerodynamic design space of a multi-element airfoil is very 

complex and may have many local maximums and minimums. 
When a gradient-based optimizer is used to search the design 
space, many starting points need to be examined in order to find 
the greatest improvement. This can be very computationally ex
pensive in traditional optimization. 

Computational Resources. The advantage of using neural 
networks in the optimization process versus the traditional opti
mization process is the turn around time and the CPU time that is 
saved for many optimization runs. In the traditional optimization 
process, every time that the design variables are perturbed, the 
gradient needs to be calculated to determine the search direction. 
In order to calculate the gradient, a grid needs to be generated and 
the aerodynamic coefficients must be calculated by solving the 
flowfield with INS2D. Even though, the traditional optimization 
method will have shorter turn around time and CPU time when 
doing one or two optimization runs, there is no guarantee that one 
or two optimization runs will find the global maximum. On the 
contrary, the neural networks will have less overall turn around 
time and CPU time for many optimization runs and there is no 
major increase in overall turn around or CPU time for additional 
runs. Once the neural networks are trained, only 5-10 seconds are 
required for each additional optimization run. The CPU time that 
is used in this optimization study for the different training methods 
used is shown in Fig, 9. Also plotted in this figure are the 
calculated CPU time that would have been used in the traditional 
optimization process. The CPU time for the traditional method is 
estimated by using the same number of function calls that is used 
in the neural network optimization procedure. Then for each iter
ation it is estimated that the CPU time will consist of 4.3 seconds 
to generate a grid and 600 seconds (on a Cray C90) for each flow 
solution. If more than three optimization runs are executed, then 
the neural network optimization procedure should be used. The 
neural network optimization procedure curves are nearly flat. 
Thus, the major contributor to the CPU time in the neural network 
optimization is training the neural networks to learn and to predict 
the aerodynamics of the airfoil. 

Cost Analysis. Another advantage of using the neural network 
optimization procedure is reduction of cost. There are many factors 
contributing to the total cost of a research job including the cost of 
the engineer support, computer resources, and wall clock turn 
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Fig. 9 Comparison of CPU time required for traditional and neural 
network optimization procedures 
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Fig. 10 Comparison of totai cost for tiie neural networi< and traditional 
optimization procedure 

condition, an empirically based constraint, which identifies con
figurations at the maximum lift condition within the computational 
database, was required in order to achieve accurate neural net 
predictions for this design problem. Using the empirical constraint 
together with an iterative optimization procedure which re-inserted 
the optimized configuration into the training database and repeated 
the optimization produced an optimal configuration with only 
0.5% error. A cost analysis was conducted by comparing the 
optimization with neural networks procedure to the traditional 
optimization procedure. It was found that the optimization with 
neural networks procedure resulted in a reduction of turnaround 
time, CPU time, and cost if more than two optimization runs were 
conducted. Using the optimization procedure, the average cost 
reduction is 83%. 
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around time. One of the largest contributors to turn around time is 
waiting for a computer job to be completed especially if the job 
executes within a batch queue. The average turn around time for 
the computers used in this study at the Numerical Aerospace 
Simulation Facility (NAS) at NASA Ames Research Center is 
23.45 hours for an eight-hour queue job. 

To calculate the cost that is related to the two types of optimi
zation procedures considered, it is assumed that an experienced 
engineer is executing both optimization processes. The set-up time 
is assumed to be equal for both processes. The engineer is a full 
time equivalent of $200,000 per year and there are 2080 working 
hours in a year. Thus, there is a charge of $96.15 per hour for an 
engineer. Another expense which must be considered is computer 
resources. For this comparison, assume the cost of a computing 
hour is $39.00. 

The total costs are compared in Fig. 10 for the two optimization 
procedures (refer to Greenman, 1998 for details on calculating 
costs). For five optimization runs for each training method, the 
neural network optimization procedure does cost less. Again, if 
only one or two optimization runs are performed, then the tradi
tional optimization procedure would cost less, however, for mul
tiple runs, the neural network optimization procedure uses less 
resources, The biggest advantage now is that many more optimi
zation runs can be performed with the neural network optimization 
procedure while only adding seconds to the CPU time and turn 
around time. 

The neural network optimization procedure should be used for 
design because several designs with different constraints or design 
space can be considered without driving the cost and turn around 
time up. Also, once a design is chosen, the design space can be 
altered and the optimization procedure can now be performed 
again with minimum additional cost and turnaround time. 

Conclusions 
An enhanced design process was developed which integrates 

neural network and optimizer technologies together with a com
putational database. The process is modular, allowing insertion of 
emerging neural network, optimization, and CFD technologies 
within its framework. This design process was tested for a typical 
high-lift design problem to optimize flap rigging for maximuin lift. 
Initial studies showed that although optimization could be con
ducted using a sparse training dataset, unconstrained optimization 
of the high-lift system produced unacceptably high errors. Due to 
the complexity of the high-lift flow physics near the maximum lift 
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Comparison of Flying-Hot-Wire 
and Stationary-Hot-Wire 
Measurements of Flow Over a 
Backward-Facing Step 
This paper is concerned with measurements of the flow field in the separated flow region 
behind a backward-facing step. The main instrument used in this research was Flying X 
Hot-Wire Anemometry (FHWA). Stationary (single normal) Hot-Wire Anemometry 
(SHWA) was also used. Comparative measurements between the SHWprobe and the FHW 
system were conducted downstream of the step (step height H = 120 mm) and results are 
presented for axial locations of IH and 2H. Two step configurations were considered: (i) 
a blunt leading edge with flow underneath (Case I) and (ii) a blunt leading edge with no 
flow underneath (Case U). It is observed from the results presented that the two Hot-Wire 
methods produce significantly different mean velocity and turbulence results inside the 
separation bubble. In particular, the SHWA method cannot detect the reverse flow velocity 
direction, while the Flying Hot-Wire clearly identifies the existing reverse flow. Also, in 
the shear flow region, the results presented indicate that measurements with a SHW probe 
must be treated with great caution. 

1 Introduction 

Until recently, accurate measurements of turbulence data for 
flow over a backward-facing step (BFS) were difficult to obtain, 
primarily due to the reverse flow velocities within the separation 
bubble. The FHWA system has been developed as an accurate 
instrumentation for measurements in separated flow regions. This 
technique is therefore very useful in providing experimental input 
to current generation of turbulence models for flow over, for 
example, wings, BFS, blades, etc. Other methods developed for 
measurements in highly turbulent and separated flows are the 
Pulsed Hot-Wire Anemometer (PHWA) technique and Laser 
Doppler Anemometer (LDA) technique. Both of these methods 
have their own limitations, e.g., a conventional PHWA probe 
cannot be used close to a wall due to its size and the maximum 
detectable flow velocity is rather low (about 12 ms~') due to 
electromagnetic pick-up signal restrictions (Bruun, 1995). The 
LDA method is now used extensively in both liquid and gas flows 
containing flow regions with high turbulence or separated flow. 
However, LDA methods have several restrictions. LDA systems, 
in particular for multi-component measurements, are costly and 
bias effects and seeding problems can be significant in near wall 
regions and in separated flow regions (see for example Durao et 
al, 1980; Dring, 1982; Stock and Fadeff, 1983; Johnson et al, 
1984; Stevenson et al., 1984; Haghgooie et al., 1986; Winter et al., 
1991a,b; and Ruck, 1991). 

An increasing amount of attention has been devoted to the 
Flying Hot-Wire Anemometer (FHWA) technique and signal-
analysis procedures of moving Hot-Wire probes as described by 
Bruun (1995). 

The basic principle of the FHWA can be explained with refer
ence to Fig. 1. Consider a surface with a (two-dimensional) sep
arated flow region. A space-fixed coordinate system is introduced 
in which the flow velocity vector, V, and its velocity components 
U and V are to be evaluated. Specified by the geometry of the 
FHWA mechanism the sensors (usually an X-configuration) of the 

probe will follow a prescribed curve; for example, curve (a) in Fig. 
1. At a time t, the probe is assumed to be at a known position (x,,, 
^p) and to move with a known probe velocity, V,,. 

The moving Hot-Wire probe is exposed to a relative velocity, 
V„ and this velocity vector is normally measured and evaluated for 
an X-probe in terms of the velocity components ([/ ' , V',) in a 
probe-stem aligned coordinate system. Provided the orientation of 
the probe-stem relative to the space-fixed coordinate system is 
known, the corresponding space-fixed velocity^components (U„ 
Vr) can be evaluated. Having measured V,, and V, the flow vector, 
V, is obtained from 

y=v, + v„ (1) 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Ivlanuscript received by the Fluids Engineering Division 
May 16, 1997; revised manuscript received January 5, 1999. Associate Technical 
Editor: S. Banerjee. 

as illustrated in Fig. 1. Provided that the magnitude of the probe 
velocity, V,, is greater than the magnitude of the flow velocity, V, 
then the relative velocity vector, V„ will remain within the ap
proach quadrant of the X-probe, and the Hot-Wire signals can be 
interpreted uniquely. 

Any path can be used which cuts through the separated flow 
region in such a manner that the relative velocity remains within 
the approach quadrant of the X-probe. In practice, three different 
probe paths and related mechanisms have been used, (i) A circular 
motion (Cantwell, 1976; Wadcock, 1978; Coles and Wadcock, 
1979; Cantwell and Coles, 1983; Walker and Maxey, 1985; Siri-
vat, 1989; Hussein and George, 1989; George et al., 1989b; Hus
sein, 1990). (ii) A linear motion (Perry, 1982; Watmuff, et al., 
1983; Hussein, 1990; and Panchapakesan and Lumley, 1993). 
Crouch and Saric (1986) have also reported the development of an 
oscillatory Single Normal (SN) Hot-Wire system, (iii) A curvilin
ear "bean-shaped" motion (Thompson, 1984, 1987; Thompson and 
Whitelaw, 1984; Jaju, 1987; Al-Kayiem, 1989; Bruun et al., 
1990a; Al-Kayiem and Bruun, 1991; Badran, 1993; Ivlahmood, 
1995). This is the system used in this investigation. 

Stationary Hot-Wire Anemometry (SHWA) has been one of the 
main tools for studying turbulent flow phenomena, in particular for 
low and moderate turbulence intensity flows. However, one of the 
main limitations of SHW probes are their inability to measure and 
correctly interpret the probe signal in high turbulence intensity and 
recirculating flows. 

Nevertheless, SHWA has been applied to a number of such flow 
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Fig. 1 The principle of measurements with an ^-configuration Fiying 
Hot-Wire probe 

fields. For example, Bradshaw and Wong (1972) and Chandersuda 
and Bradshaw (1981) use^ stationary A'-probes for the measure
ment of the fluctuating u^ and v̂  and related shear stress in 
reattaching flows. Simpson (1976) used SHWA in a separating 
boundary layer, and Nakayama and Liu (1990) studied the turbu
lent near wake of a flat plate. 

SHWA has also been applied to the backward-facing step con
figuration investigated in this study, in particular in many of the 
earUer investigations (Hsu, 1950; Tani et al., 1961; Abbot and 
Kline, 1962; Kiya, 1978; and Kiya and SasaU, 1983). Most of these 
authors have discussed the caution with which their results should 
be treated in high turbulence intensity flow and re-circulating flow 
regions. 

The aim of this paper is two-fold. To demonstrate by FHWA 
that high quality mean and turbulence intensity data can be ob
tained for the flow field behind a backward-facing step and to 
demonstrate by comparative measurements the magnitude of the 
errors in these quantities if measured by the SHWA technique. 

2 Experimental Facilities 
The investigation was carried out in a subsonic, variable low-

speed, open-loop wind tunnel. The test section was a square of 601 

mm X 601 mm cross-section. A pitot static tube was used to 
measure the free-stream velocity inside the test section of the wind 
tunnel. The position of the pitot-static tube for the backward-facing 
step tests and the geometry and notation for the step are shown in 
Fig. 2. The vertical position Y denotes the distance from the 
bottom of the step. The experiments were carried out at a Reynolds 
number of Re = 7.9 X 10'', based on step height H. 

The FHW assembly was mounted above the wind tunnel on two 
parallel supporting metal frames, exterior to the wind tunnel bridg
ing the working section and anchored to the ground. First, this 
prevents vibrations from the wind tunnel structure, caused by the 
fan and the flow, affecting the Hot-Wire's response. Second, this 
mounting allows only the flying arm to move inside the wind 
tunnel. This arrangement is superior to the FHWA of C.I.T. where 
the major part of the apparatus was mounted inside the wind 
tunnel, causing severe blockage. 

A four-bar mechanism was selected for the FHWA system to 
provide a "bean shaped" probe path. The schematic diagram in 
Fig. 3 shows the FHWA mechanism and the resulting probe path 
corresponding to one complete revolution of the flywheel. The 
principle of the FHWA system is described in e.g., Bruun (1995), 
and testing and evaluation of an X-probe FHWA system for 
windtunnel studies is described in Al-Kayiem and Bruun (1991). 

A PDF 11/23 computer was used to control the electronic 
instrumentation for the data acquisition and analysis of the FHWA 
data. Details of this electronic system are described by Al-Kayiem 
(1989) and Badran (1993). Details of the current upgraded FHWA 
system are described by Mahmood (1995). The FHWA velocity 
measurements were obtained by a X-array Hot-Wire probe using 
two DISA 55M10 constant temperature anemometers. 

Also in this investigation a digital microcomputer data acquisi
tion and analysis system was used to digitise, record and process 
the mean and fluctuation output signal from the SHWA probe. 

3 Results and Discussion 

In this paper results are presented for two flow cases. For Case 
I (see Fig. 2(a)) there was flow underneath the step configuration, 
and for Case II (see Fig. 2(b)) the passage underneath the step was 
sealed (no flow condition). Also for both cases the boundary layer 
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Fig. 2 Baclcward-facing step modei showing upstream and downstream plates. Dimensions in mm. 
(a) Flow underneath step, (b) no flow underneath step. 
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the potential flow. However, in this region U is low (and negative) 
and substantial flow reversal also occurs. Consequently, the cor
responding SHWA data are_ significantly in error and greatly 
underestimate the values of u^ (as discussed in e.g., Bruun, 1995). 
The data in Fig. Aih) also indicate a significant difference in the 
vertical position of the peak u^ value between the SHWA and 
FHWA methods. Any fixed probe may affect a disturbance-
sensitive shear layer and for the case with flow underneath the step 
such a situation may exist. It is possible that the shear layer was 
sensitive to a flip-flop spatial position and that the stationary probe 
and its support influenced the flip-flop behaviour of the shear layer, 
as also discussed by Bruun et al. (1991). For Case II, without flow 
underneath the step, the shear layer was more stable and the 
SHWA probe was not observed to shift the peak value of u^ 
relative to the FHWA data as noticed in Fig. 5(^). The other 
comments made related to Fig. A{b) are also seen to apply to the 
data in Fig. 5{b). 

4 Experimental Uncertainty 

Measurements were carried out with both stationary (SHWA) 
and flying (FHWA) anemometer probes. For measurements of the 
longitudinal mean velocity component, assuming a Gaussian tur
bulent velocity signal and a 98% confidence level, the range of the 
measured mean velocity t/relative to the real mean velocity U 
will be 

U 1 cr„ 
- - = 1 ± 2.33 - r T 7 

u JN u 
(2) 

Fig. 3 Four-bar Flying Hot-Wire probe mechanism and notation, show
ing the top dead center (TDC) and the bottom dead center (BDC). The 
geometry is that of the Bradford FHA system: r = 60 mm, a = 160 mm, 
b = 410 mm, and c = 147 mm. 

development on the front part of the plate leading to the step was 
initiated by a blunt leading edge to enhance the boundary layer 
growth. The FHWA technique used m X-probe and the measured 
quantities were therefore U, V, ^(^ v^ and Hv. However, as this 
paper contains a comparison with a St^ionary single normal (SN) 
Hot-Wire probe only data for U and u^ axe. presented. 

The comparison will be demonstrated by one set of results for 
each case. For Case I (flow underneath) data for U and u^ are 
shown in, respectively, Figs. 4(a) and {b) for an axial position 
XIH = 1. For Case II (no flow underneath), the corresponding 
data at X/H = 2 are shown in Figs. 5(a) and {b), respectively. 

Several conclusions can be made from these results. First, from 
the U results (Figs. 4(a) and 5(a)), it is noticed that in the potential 
flow region outside the shear layer which surrounds the separation 
bubble both methods give similar results. This is to be expected as 
the turbulence intensity is low in this region (as confirmed by the 
results in Figs. 4(b) and 5(^)). With a step height H = 120 mm it 
is observed that significant differences occur as_the probes enter 
the shear layer region. The maximum values of ŵ  (see Figs. 4(b) 
and 5(b)) are located in the middle of the shear layer (Y = 
100-120 mm) and the SHWA probe is seen to record too high 
values for U as expected due to higher order truncation errors 
(Kavall et al., 1983; Bruun, 1995). As the probes are moved closer 
to the wall the SHWA probe will continue to record to high values, 
and when the turbulence intensity exceeds about 30% rectification 
problems become significant. This is most clearly demonstrated 
inside the separation bubble where the SHWA probe fails to 
identify the existing negative mean flow values. 

The u^ data. Figs. 4(b) and 5(b), also demonstrate the limitations 
of the SHWA probe. In the potential flow region, (see e.g., Fig. 
4(b)) where the turbulence intensity is low (u^ low, U high), both 
methods give similar results. In the separated flow region near the 
wall the FHWA measure similar magnitude of values of M'' as in 
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Fig. 4(a) Profiles of mean velocity U at X/H = 
D: SHWA results; A: FHWA results. 

1. Flow underneath step. 

Fig. 4(b) Profiles of u' at X/H 
results; A: FHWA results. 

1. Flow underneath step. O: SHWA 
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where N is the number of independent samples in the sample 
record and cr„ is the rms value of the fluctuating component. 

For the SHWA each sample record was 2000 samples taken 
over a period of 20 s. This is a rather low sampling rate and the 
number of independent samples in the sample record when placed 
in the free stream and outer part of the shear layer may be taken as 
being 2000. In partsof the flow where the turbulence intensity is 
low, say, Tu = aJU = 10% the uncertainty range for the mean 
value U is 

U 1 
- - = 1 ± 2.33 , 
U ^2000 

0.1 = 1 ±0 .005 (3) 

The corresponding uncertainty in u' =(u^)"^ will be about 5 
times higher (see e.g., Bruun, 1995). 

However, as the turbulence intensity increases towards 30% and 
beyond, errors occur due to series expansion truncation and recti
fication errors. The magnitude of these errors in the shear layer and 
reversed flow region is demonstrated by the results in Figs. 4(a} 
and 5(a). 

The Flying Hot-Wire (FHWA) data were obtained by ensemble 
averaging 200 sweeps with a 10s rest period in between each 
sweep. Consequently, the number of independent samples N was 
200 and the measurement time for each point was about 35 min. As 
the number of samples for the stationary Hot-Wire was 2000 it 
follows from Eq. (2) that the SHWA is more accurate than the 
FHWA in the low turbulence intensity regions. 

However, for measurements in the high turbulence intensity and 
recirculation regions (both contain low mean velocities) the 

FHWA is clearly superior. The probe velocity Vp ensures that no 
flow reversal is experienced by the X-probe during the measure
ments and the imparted relatively high probe velocity will also 
reduce the observed turbulence intensity during measurements 
thus virtually eliminating the related series expansion errors. Equa
tion (2) can therefore be applied to high turbulent intensity regions, 
and e.g., for a local turbulence intensity Tu of 50% we get 

U 
j= 1 ± 2 . 3 3 

1 
0.5 = 1 ± 0 . 0 8 (4) 

Furthermore, validation tests were also carried out by Al-Kayiem 
and Bruun (1991) in the empty windtunnel for both still air and 
uniform flow conditions. From these tests it was concluded that the 
effect of probe vibration during measurement sweeps was insig
nificant. 

Conclusion 

This paper has described a comparative investigation of the flow 
behind a backward-facing step using a Flying Hot-Wire Anemom-
etry (FHWA) technique and a stationary single normal Hot-Wire 
(SHWA) probe. 

As discussed, the Flying Hot-Wire (FHWA) technique is an 
accurate method for obtaining mean and turbulent quantity mea
surements in highly turbulent and separated flows. Using the 
FHWA data as reference the magnitude of the errors introduced by 
the stationary (SHWA) probe technique in both the shear layer 
region and separation bubble were demonstrated for both mean 
and turbulent quantities. 
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Fig. 5(8) Profiles of mean velocity U at /H = 
D: SHWA results; A: FHWA results. 
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A Multiple Disk Probe for 
Inexpensive and Robust 
Velocimetry 
A novel velocimeter consisting of multiple orthogonal disks fitted with pressure transduc
ers has been developed. Dynamic pressure differences are measured between the center 
of one disk face and the center of the other face, on each of the disks. While previously-
developed anemometers based on dynamic pressure differences (such as yaw or three-
hole probes) can only measure velocities with a small range of directions, the new disk 
probe can measure three components of velocity, even in highly three-dimensional flows 
where the approximate direction of the flow is not known. Wind tunnel tests have shown 
the velocimeter to be quite accurate; it can measure velocities to ±1.4% and wind 
directions to ±4 deg. The velocimeter is very robust and therefore can make measure
ments in environments too harsh for most other velocity transducers. 

1 Introduction 
Present methods for measuring multiple components of velocity 

can be divided into two broad classes: accurate, expensive, 
laboratory-type instruments, and robust (but less accurate), inex
pensive, instruments. Into the first class would fall devices such as 
hot wire anemometers (Comte-Bellot, 1976; Perry, 1982), laser 
Doppler velocimeters (Drain, 1980); Durst et al., 1981), particle 
image velocimeters (Adrian, 1991; Grant, 1997), and a host of 
others. These devices are characterized by excellent accuracy 
(typically, velocities can be measured to within 1 %) but high cost 
($10k-$100k+) and comparatively poor durability. Their high 
cost and poor durability in general limit these devices to use in a 
controlled environment like a laboratory; they are rarely used in an 
industrial or field work setting. 

The class of robust, inexpensive instruments would include cup, 
propeller, and vane anemometers (Wyngaard, 1981), claw probes, 
yaw head probes, and five-hole and seven-hole probes (Rae and 
Pope, 1984; Chue, 1975; Zilliac, 1993; Everett et al., 1983). In 
general, these devices are reliable and reasonably accurate (direc
tions to ±1 deg and velocities to ±1%), but can accurately 
measure only mean flow velocities within ±70 deg of a known 
flow direction (Chue, 1975; Zilliac, 1993). Recently, Rediniotis 
and Kinser (1998) have developed a probe using 18 holes over the 
surface of a sphere. Although this probe is nearly omni-directional 
(cone angles >90 degrees), and is apparently accurate for the 
reported conditions, it should be noted that calibration of that 
device is complex due to the large number of pressure taps and the 
complex flow regimes around a sphere that occur at various 
Reynolds numbers. 

As there is no device, at present, that will measure robustly and 
economically 3D velocities in highly 3D flow, there is a need for 
such a device. The multiple disk probe described here is just such 
a device. The device has obvious applications in meteorological 
stations (particularly in a harsh marine environment), in structural 
aerodynamics, and in industrial aerodynamics. 

2 Theory of Operation of a Multiple Disk Probe 
A multiple disk probe consists of two or three orthogonal 

circular disks, situated fairly closely together in space (Green and 
Rogak, 1997). Each disk is fitted with a pressure transducer, or 

pressure tap lines, to measure the pressure difference from the 
center of one side of the disk to the center of the opposite side. 
Neglecting the (small) effect of fixtures required to hold the disks 
in place, the pressure difference between one side of the disk and 
the other side must be a function solely of the disk geometry, the 
properties of the air, the magnitude of the velocity, and the angle 
made by the velocity vector relative to the normal vector to the 
disk.' Most significantly, owing to the symmetry of the disk 
geometry, the pressure difference cannot be a function of the 
azimuthal orientation of the velocity vector, </> (Fig. 1). 

The principle of operation of a multiple disk probe is best 
understood by considering a purely two-dimensional flow (Fig. 2). 
Let us denote the pressure drop across Disk 1 by (Ap), and that 
across Disk 2 by (Ap),. Qualitatively, if 0 < a, < TT/2, then (Ap), 
is positive and so is (Ap),. For 7r/2 < a, < IT, (Ap), is negative 
and (Ap)2 is positive. Similarly, for TT < ai < 3Tr/2, (Ap), is 
negative and so is (Ap)2. FinaUy, for 3T7/2 < a, < 27r, (Ap), is 
positive and (Ap)2 is negative. Therefore, it is trivial to distinguish 
the quadrant of the flow direction. Determining the exact angle of 
the flow is slightly more involved. 

In view of the physical argument made above, (Ap), is a 
function of just the disk geometry (which can be characterized by 
the disk diameter, D) the magnitude of the flow velocity, V, the 
density of the fluid, p, the viscosity of the fluid, jn, and the angle 
made by the flow to the Disk 1 normal, a,. In nondimensional 
form, this information may be expressed as (c^), = /(Reo, Q:,), 
where / is some function, Cp = Ap/(0.5 pV^) is the pressure 
coefficient, and Re^ = pVDIfx is the Reynolds number based on 
disk diameter. Similarly, for the second disk, {Cp)i = f(Rcn, C2)-^ 
Now, since a2 = (''T/2) — a,, if one measures the two pressure 
coefficients, one effectively has two equations to solve for the two 
unknowns: Rco and a,. Alternatively, one may consider a flow 
with some fixed viscosity and density about two disks of the same 
diameter. Then, (Ap), = g{V, a,) and (Ap)2 = g(V, (TT/2) -
a^), where g is some function, and again it is clear that by 
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Variations in the velocity field over length scales comparable to the disk 
diameter must also be small. The intensity and scale of freestream turbulence may 
also have some impact on the pressure difference, but owing to the large scale 
separation (without reattachment) for lal not too close to 90 deg, we would expect 
this effect to be small for most a. 

^ We have assumed here that the wake of one disk has negligible impact on the 
flow about the second disk, which will be the case unless a, is nearly ±90 deg. If 
a, = 90 deg then the wake of Disk 1 will be quite small, and thus have a small 
impact on (Afi)2. Similarly, if a, = - 9 0 deg then (A/)), = 0, a value that is 
unaffected by the wake of Disk 2, located upstream of it. 
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Fig. 1 The geometry of a single disi<. Due to symmetry, Ap is not a 
function of the azimuthai angie <l>. The disl< bevel angie is p. 

measuring (Ap), and (Ap)2 one has two equations in the two 
primitive variables V and «[. 

As will be discussed below, owing to the one-to-one dependence 
of (Cp) on a, and Ren separately, the two equations described 
above may be solved readily, and yield a unique solution. In 
particular. 

(Ap), = 2P-V^¥(Rez„a,) 

(Ap)2 = 2 P - v y ( R e o , | - a , 

(1) 

(2) 

Dividing Eq. (1) by Eq. (2) yields a function h that depends on a, 
and Re„: 

(Ap), _ 
(Ap), /(Reo, (T7/2) - a. 

/(Rco, a,) 
= hiReo, a. (3) 

It turns out that h depends weakly on RCD and varies almost 
monotonically with a. Using any reasonable initial guess for RCQ, 
it is possible to estimate the flow angle by measuring h. Equation 
(1) or (2) can then be used to determine the airspeed V, which can 
be used to calculate RCD- Flow angle and speed are then refined. 
This procedure converges in one iteration. Extension of this 
method to three-dimensional flows measured by three orthogonal 
disks is fairly straightforward because the pressure coefficient for 
each disk exhibits a "cosine-like" variation with a. 

3 Apparatus 
A two-dimensional version of the multiple disk probe was 

mounted on a turntable in a wind tunnel at UBC (Fig. 3). The 
turntable is fitted with a lead screw that allows one to adjust the 
turntable angle to an accuracy of 0.1 deg. The two disks, each of 
2.54 cm diameter and thickness 0.38 cm, were mounted with 
centers in the vertical center of the test section but horizontally 
offset by about 10 cm. The test section of the wind tunnel is 69 cm 
high and 94 cm in breadth. For the work described here the 
freestream velocity did not exceed 12 m/s (27 mph), as our focus 

DISK 2 

Fig. 2 Determination of 2D velocity using 2 disl(s. The disl< normals are 
paraiiei with the xand yaxes. 

• DISK 2 

frURNTABLE 

- WIND TUNNEL 
TEST SECTION 

DISKl 

Fig. 3 Wind tunnel tests of multiple disl< probe 

was on the behavior of the probe in wind conditions that might be 
encountered in a traffic tunnel. The wind tunnel velocity was 
measured by a Betz manometer connected to pressure tap rings 
located at the test section and immediately upstream of the con
traction section of the wind tunnel. A pitot-static tube confirmed 
the accuracy of the Betz manometer velocity measurements. 

Initial tests were carried out with just a single disk mounted in 
the wind tunnel, to explore the influence of disk geometry on disk 
pressure coefficient. Three different disk geometries were tested in 
turn: a square edged disk, a disk with both edges bevelled to an 
angle of 30 deg (j8 = 30 deg, refer to Fig. 1), and a third disk with 
edges bevelled at j3 = 55 deg. Each disk was fitted with two 
pressure tap lines. Each pressure tap line is connected to one of two 
thin gauge, flush-mounted tubes (i.e., the tubes do not protrude 
above the disk surface) that terminate at surface pressure holes. 
These holes are 1.7 mm in diameter and 1 mm deep and are 
centered on either side of the disk (Fig. 4). The pressure tap lines 
on either side of the disk were connected to the two sides of an 
inexpensive differential pressure transducer (Microswitch model 
160PC). The disks were mounted in the wind tunnel by means of 
long tapered rods of maximum diameter 3.3 mm, which were in 
turn connected to an aluminum L-beam bolted to the wind tunnel 
turntable. 

4 Results 

As discussed in the Theory section, the ideal disk probe would 
have a pressure coefficient variation with (a,) such that h(a,) 
(refer to Eq. (3)) is not merely one-to-one, but also has a large 
slope everywhere. Of the three disks studied, the disk with the 55 
deg bevel best satisfies these requirements, having the largest mean 
slope and the least non-monotonic behavior (Fig. 5). Conse-

Flg. 4 Photograph of three disk probe geometries. Left: square cut disk. 
Center: 30 deg bevel disk (/) = 30 deg). Right: ^ = 55 deg disk. Pressure 
tap lines are recessed In the disk surface and faired flush, but are still 
visible in the photograph. 
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Fig. 5 Dependence of the disk pressure ratio, h, on a and disl< geome
try. Re = 11900 
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IDEAL TRANSDUCER 
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Fig. 8 Accuracy of the disk probe for veiocity magnitude determination 

quently, in the tests described subsequently, only the 55 deg bevel 
disk was used. Note that due to symmetry the behavior of a disk is 
completely characterized by its response to flow angles between 0 
and 90 deg. 

Figure 6 shows the dependence of the pressure coefficient of a 
single disk on the Reynolds number, for Reynolds numbers of 
6600, 11900, and 20300 (roughly, freestream velocities of 3.9 m/s, 
7.1 m/s and 12.1 m/s). When the disk is within 15 deg of perpen
dicular to the flow, there is no dependence of the pressure coeffi
cient on the Reynolds number. However, when the disk is at a 
larger angle to the flow, there is a significant pressure coefficient 
dependence on the Reynolds number (see, for example. Fig. 7). 
This dependence on Reynolds number causes h to vary from 2 
(high Rco) to 3 (low Reo) for a = 20 deg, at which angle it 
experiences its greatest percentage variation. In order to measure 
the flow direction and velocity, it is therefore necessary to use an 
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Fig. 6 Dependence of disk pressure coefficient on a and Re. All pres
sure coefficient curves have a "cosine-like" dependence on a. 
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Fig. 7 Dependence of disk pressure coefficient on Re for a = 45 deg 

iterative procedure. An intermediate Reynolds number is assumed, 
for which there is a prescribed curve of ft (a i). Having measured 
h one may calculate a,. Knowing Ui, one then calculates V. This 
value of V allows one better to estimate the Reynolds number, and 
one then iterates with a different h(ai) curve. One iteration results 
in convergence. In general, data inversion can be done in real time. 

If one wishes to use the multiple disk probe for velocimetry, 
there should be good agreement between the flow velocity and 
angle measured by the probe, and the true flow velocity and angle. 
With both disks mounted on the turntable, and the turntable at a 
prescribed angle, both the flow velocity and direction could be 
measured by independent means. These independent measure
ments of the flow are compared against the disk probe measure
ments in Figs. 8 and 9. 

Figure 8 is a graph of the actual dynamic pressure in the wind 
tunnel airflow plotted against the dynamic pressure inferred from 
the disk probe pressures, for four different angles a, of the flow 
relative to the disks (0, 30, 60, and 90 deg. Angles between 90 and 
360 deg gave identical results, owing to the symmetry of the disk 
probe). An ideal transducer would be plotted as a line of slope 1; 
the disk probe plots as a line of slope 1, but with an r.m.s. error of 
2.8% (i.e., a velocity error of 1.4%). These errors result from 
interpolation of the h{a,) curves and, to a lesser degree, transducer 
error and probe manufacturing tolerances. 

Figure 9 is a plot of the actual angle of the flow versus the angle 
inferred from the disk probe measurements, for three different flow 
Reynolds numbers. The disk probe differs from ideal behavior 
slightly, with an r.m.s. error of 4.1 deg. Virtually all the significant 
deviations from ideal behavior occur when either face of one of the 
disks is at an angle of 70 deg to the flow. If one eliminates these 
data from the error calculations, the r.m.s. angle error is under 2 
deg. 

Fig. 9 

ACTUAL FLOW ANQLE (deg) 

Accuracy of the disk probe for flow angle determination 
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5 Discussion 
In Fig. 5 we showed that the 55 deg bevel disk has substantially 

better characteristics than the other two disk geometries tested. The 
superior behavior is most obvious when the disks are nearly 
parallel to the flow (i.e., a = 90 deg), and is believed to be caused 
by the complex separation and reattachment of the flow when the 
plane of the disk is nearly aligned with the flow. However, even 
the 55 deg bevel disk has deficiencies. Figure 6 shows that for 65 
deg < a < 75 deg the c-,, versus a curve has non-monotonic 
behavior, which results in the angular determination error de
scribed in the Results section. It is possible that a different disk 
edge geometry would have yielded more reliable measurements. 
Unfortunately, the judicious selection of a disk geometry requires 
a knowledge of the complex separation and reattachment charac
teristics of the three-dimensional flow around a disk at intermedi
ate Reynolds numbers. This knowledge is presently lacking, and 
may be difficult to attain owing to the Reynolds number depen
dence of the flow. In this regard, it bears mention that when the 
disk is perpendicular to the flow (a = 0) the flow is Re indepen
dent above Re = 7000, but when the disk is oriented at 45 deg to 
the flow Cp increases with Re for Re < 16000 (Fig. 7). The 
implication of this Reynolds number dependence is that the probe 
is generally more accurate at higher flow velocities. 

The disk probe has been tested in a steady, uniform flow field. 
In general, the performance of the probe will deteriorate if the local 
velocity is different near the different disks. In practice, this will 
mean that the disk probe will not be suitable for investigating flows 
with length scales comparable to, or smaller than, the disk spacing 
L. For similar reasons, we would not expect it to measure accu
rately unsteady flows with frequencies of the order V/L. Note that 
for the velocities used in the present work, V/L would be greater 
than 39 Hz. In fact, the response frequency of the pressure tap lines 
(also an issue for multi-hole probes) would be much less than this. 
For higher frequency fluctuations, the probe will average the 
pressure fluctuations in some sense, but the resulting averaged 
pressure and inferred velocity would be a biased (to high veloci
ties) measurement of the true mean velocity. 

While these limitations would preclude the use of the prototype 
disk probe in most wind tunnel testing, its performance would be 
adequate for meteorological monitoring or large-scale industrial 
aerodynamics. The authors are using the velocimeter in land-based 
meteorological trials and Environment Canada has expressed in

terest in the velocimeter for marine meteorological stations (many 
existing anemometers are susceptible to storm damage to their 
moving parts). 

6 Conclusions 
A novel velocimeter comprised of multiple orthogonal disks 

fitted with pressure transducers has been developed. Wind tunnel 
tests have shown that in a two-dimensional flow the velocimeter 
can measure the velocity magnitude with an r.m.s. error of 1.4%, 
and velocity vector direction with an r.m.s. error of 4 deg. This 
level of accuracy, combined with the inherent robustness of the 
multiple disk probe, suggests that it could find application in 
meteorological stations and in industrial aerodynamics. 
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Multistage Simulation by an 
Adaptive Finite Element 
Approach Using Structured 
Grids 
This paper presents the application of a three-dimensional Navier-Stokes finite element 
code (NS3D) in the context of turbomachinery rotor-stator multistage interaction. A 
mixing-plane approach is used, in which boundary conditions at a common interface 
plane between adjacent blade rows are iteratively adjusted to yield a flow satisfying the 
continuity, momentum, and energy conservation equations, in an average sense. To 
further improve the solutions, a mesh adaptation technique then redistributes the mesh 
points of the structured grid within each component, according to an a posteriori 
edge-based error estimate based on the Hessian of the local flow solution. This matrix of 
second derivatives controls both the magnitude and direction of the required mesh 
movement at each node, is then implemented using an edge-based spring analogy. The 
methodology is demonstrated for two test cases with two types of data: a well-
instrumented experimental large-scale rotating rig for a second stage compressor at 
UTRC and an actual engine. The latter, a two-stage compressor of a turboprop, has been 
only tested as a single-stage configuration, because of the quality of the experimental data 
available. All results compare well to the data and demonstrate the utility of the approach. 
In particular, the mesh adaptation shows large improvements in agreement between the 
calculations and the experimental data. 

1 Introduction 

The flow in a turbomachine is three-dimensional, viscous, tur
bulent, and unsteady. Considerable progress has been made in the 
last decade in developing appropriate computational fluid dynam
ics codes capable of predicting flow patterns and other aerody
namic properties of flows in turbomachinery components, in par
ticular blade rows. Analyzing the flow within the passage of a 
single blade row, without considering the effects of the upstream 
and/or downstream rows, misses some important information. 
Thus, to better understand the flow in compressors and turbines, 
current research is focusing on the flow physics within the passage 
of a blade row embedded in a multi-stage environment. Account
ing for such interaction is expected to yield more realistic perfor
mance predictions and to lead to more enlightened design deci
sions, not least among them is accounting for the influence of the 
blade rows' axial gaps on performance and wake quenching 
through clocking of blades of successive rows. 

Many issues relating to the numerical simulation and modeling 
of the flow in multistage turbomachinery have been raised and the 
models proposed range from simple steady interface ones (Dawes, 
1992) and (Giles, 1988), to fully-unsteady ones (Rai, 1989), with 
the passage-average model (Adamczyk, 1990) somewhere in be
tween. There is no doubt that should large computer resources be 
readily available, an unsteady solution, with no modeling sacri
fices, would be preferred. Computational power constraints in the 
industry preclude this, except on a demonstration basis. 

On the other hand, complexity of the interaction models is no 
guarantee of their higher fidelity. It is doubtful that the results of 
sophisticated interaction models can be confidently integrated in 
the design procedure when even the benchmarking of well-known 
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CFD codes for an isolated rotor. Rotor 37, has proven so far 
inconclusive at the Hague ASME-IGTI '94 meeting. It is, there
fore, our belief that before augmenting the complexity of rotor-
stator interaction models, one must pay particular attention to the 
solver itself and tackle, one by one, the numerical difficulties that 
may lead to inaccurate answers, not least among them is inappro
priately distributed mesh points. 

This paper is a step in this direction and illustrates how the 
application of a general code and a simple interaction model, when 
coupled with mesh adaptation, can accurately describe the three-
dimensional time-averaged flow field of a blade row embedded in 
a multistage configuration. The 3-D mesh adaptation presented in 
this paper is applied on structured grids and only involves mesh 
movement capability. 

2 Numerical Method 
NS3D solves in conservation form the 3-D compressible, vari

able property, Navier-Stokes equations, for the conservative vari
ables, (/J, pu, pv, pw). A dissipation term, of the form AVp, with 
\ being a small coefficient, is introduced on the right-hand side of 
the continuity equation to permit the use of equal order interpola
tion for velocities and pressure. The accuracy of the approach has 
been proven to be formally second order (Baruzzi, 1995). 

An isoparametric finite element approach is used, with both the 
flow variables (p, pu, pv, pw) and geometry described by trilin-
ear shape functions, except near walls due to the turbulence mod
eling implementation, as will be described in the next paragraph. 
The equations are discretized by a weak-Galerkin approach in 
which the equations are satisfied in a weighted residual sense. 

Turbulence is modeled with the well-known high-Reynolds 
number {k, e) model. Near walls, a finite element version of 
wall functions is used, in which elements adjacent to walls 
incorporate into their shape functions the composite linear-
logarithmic behavior of the velocity vector in the direction 
normal to the wall, while retaining a linear behavior in the other 
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two directions. Thus, for these elements, the velocity shape 
function normal to walls is chosen to continuously and uni-
directionally represent a viscous sublayer, a transition layer and 
a logarithmic outer layer, up to the first point off the wall. This 
can be considered an intermediate approach between wall func
tions and costly low-Reynolds number models, with the advan
tage of incorporating in the solution procedure a discretization 
of the momentum and continuity equations up to the walls. To 
accurately integrate the large gradients associated with the 
partially-logarithmic variation in the near-wall element, nine 
Gaussian points are used in the direction normal to the wall 
during the assembly of the influence matrices. 

A Newton method is then used to linearize the Navier-Stokes 
and turbulence equations. A highly parallelized preconditioned 
iterative solver is used for the continuity and momentum equa
tions solved in a fully-coupled way, while the energy, k and e 
equations are solved in a sequential way. In light of the sensi
tivity of iterative methods to matrix conditioning, a time term is 
introduced in all the equations to enhance diagonal dominance 
through a mass matrix, [M]. Thus, the resulting set of simul
taneous linear equations, at each Newton step, for {p, pu, pv, 
pw) can be written as: 

[M]/Af + [K^'ly 
[MMiRTM) + {,K% 

^pv 
Ap 

(1) 

where A is the change in a variable, V is the velocity vector, p the 
pressure and /?„ and Rp the residuals of the momentum and 
continuity equations, respectively. For numerical stability at high 
Reynolds numbers, a streamline diffusion is added to both sides of 
the momentum equation. This can be represented in the symbolic 
form: 

[K{k, |J^J^[^^p] 
RpW 

(2) 

To improve the convergence robustness of the overall algorithm, 
a hybrid artificial viscosity approach is used. The iteration matrix 
[K] is computed with a large initial value for the parameters A and 
IJL„„ referred to as A'"* and /x^"''- and these are progressively 
unloaded but always remain at a higher value than those in the 
residual, denoted by A"*' and ynf™. The residual, representing the 
physical solution, is therefore finally converged with the smallest 
possible values of these control parameters for which the outer 
Newton iteration converges. The equations for energy, as well as 
for k and for e, are handled in a similar manner. 

1997) is to seek solutions on anisotropic meshes where refine
ment is made along those directions with rapidly changing flow 
variables. The error estimate as well as the mesh adaptation 
scheme are edge-based and, hence, equally applicable to finite 
difference, finite volume or finite element method. The error 
estimate construction and mesh movement algorithm have been 
described in detail (Tam, 1998). The question regarding the 
quality of the representation of the true error by the error 
estimate is amply answered by considering an exact test case of 
a known analytical function possessing sharp changes in gra
dients (Figs. 1 and 2). 

4 Rotor-Stator Interaction Approach 

In contrast to the passage-averaging approach where there is 
complete overlap between the grids of the upstream and down
stream blade rows to account for body forces and deterministic 
stresses, in the proposed interaction model the exit plane of an 
upstream blade row and the inlet plane of the downstream one are 
located at the same axial position, denoted as the interface plane. 
An averaging procedure is applied at this plane to extract the 
"mixed out" flow properties from the solution. 

The unknown boundary conditions at the interface between two 
blade rows are considered part of the numerical solution, with the 
interaction starting by initializing the flow either from an inviscid 
through-flow solution or from a common guessed pressure at the 
components' interface planes. At every iteration, the interface 
boundary condition is updated by passing the proper information 
between adjacent blade rows. For example, in a one-stage axial 
flow compressor one interface plane normal to the engine axis, 
located between the trailing edge of the rotor and the leading edge 
of the stator, is required. Circumferentially-averaged radial profiles 
of absolute total temperature, density, radial velocity, axial veloc
ity and absolute tangential velocity obtained from the solution of 
the upstream blade row are specified at the inlet plane of the 
downstream blade row, and the circumferentially "mixed out" 
static pressure obtained from the solution of the downstream blade 
row is specified at the exit plane of the upstream blade row. The 
above procedure is repeated at every iteration until the residuals of 
the equations are reduced by three orders of magnitude, and the 
mass flow rate and the circumferentially-averaged radial profiles 
obtained from the upstream and downstream blade rows are 
matched within a specified tolerance. The properties exchange at 
the interface plane is detailed in the next section. 

4.1 Thermodynamic Variables Based on Mixing-Plane Ap
proach. In the mixing-plane approach the interface boundary 
conditions can be defined from circumferentially-averaged quan
tities at the interface plane, as follows: 

3 Mesh Adaptation Scheme 

The solution of turbomachinery CFD problems requires a large 
number of mesh points to approximate physical features such as 
shocks, boundary layers and wakes. Problem sizes become even 
more prohibitive when quasi-steady or unsteady interaction prob
lems are tackled. Emphasis is seldom placed on methods to auto
matically optimize the mesh. Thus, it is not unexpected that 
slightly different answers could be obtained by various users of the 
same code, on the same problem, with approximately the same 
number of mesh points. In addition, there is no guarantee that the 
answers obtained are the most accurate possible for the given 
number of mesh points. 

In general, adaptive methods comprise two components: error 
estimation and an adaptive strategy. A directionally adaptive 
approach is used in this paper to remove the onus of mesh 
decisions from the user by coupling mesh and solver to yield 
stretched and oriented grids capable of capturing the physical 
phenomena involved, without disproportionate mesh refine
ments that yield intractable grids. Our approach (Ait-Ali-Yahia, 

F , = pu, •• 

F2 = pu,+ p = 

Fa = pu.ug 

1 

Pitch 

Pitch 

1 

Pitch 

F4 = pU^Ur = 

F5 = pufl„ = 

1 

Pitch 

pu^dQ 

Pilch 

0 

' Pilch 

0 

pU^UgdO 

pu^u,dO 

1 
Pitch 

puflcdQ 

(16a) 

{pu\ + p)de {\6b) 

(16c) 

(16rf) 

(16e) 
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H„ = (17) 

Equations (16)-(17) can be solved to obtain the "mixed-out" 
values of pressure, velocity, and total enthalpy as follows: 

(Fl + ^Fl + (7^ - mFl + f r + Fl - 2F,F,)) 
y + 1 

u, = 

li„ (18) 

Values of all other flow variables such as total pressure, static 
temperature, Mach number and flow angles can be defined based 

Fig. 2 Adapted hexahedral grid and corresponding isolines of tlie ana-
iytical function 

on these "mixed out" values. An important point to note is that the 
physical mixing process implied in this procedure will generate 
viscous losses, and will result in a flow with a higher entropy level, 
and hence higher measured losses, than the actual. 

4.2 Multistage Flow Chart. For multistage analysis, 
overall procedure carried out is as follows; 

the 

Fig. 1 Initial nonadapted liexaliedral grid and corresponding isoiines of 
analytical function 

1 Inlet boundary conditions (inlet radial distributions of total 
temperature. To, total pressure, Po, Mach number, M, inlet 
gas angle, a, cone angle (/)); and exit boundary conditions 
(radial distribution of static pressure, p, for each blade row 
are obtained from a through-flow analysis. 

2 An inviscid (Euler) grid for each blade row is generated and 
the flow field is initialized based on the through-flow results 
obtained from step 1. 

3 A viscous (Navier-Stokes) grid for each blade row is then 
generated and a viscous flow field initialized, axisymmetri-
cally, based on the solution obtained in step 2. 

4 Single-component viscous calculations are carried out using 
the solutions in step 3 as initial solutions. 

5 Multistage computations are then carried out. This step 
could be combined with 4. 
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NODAL DISPLACEMENT CONVERGENCE 
ANALTYICAL TEST CASE; HEXAHEDRAL GRID 

AVERAGE NODAL DISPLACEMENT 
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Fig. 3 Convergence of mesh movement scheme for analytical case on hexahedral grid 

5 Results 
The results first address the accuracy and validity of the adaptive 

scheme. After this is conclusively established, the multistage cal
culations are validated and the effect of mesh adaptation on one of 
the two test cases analyzed. 

5.1 Validation of Mesh Adaptation Scheme Through an 
Analytical Test Case. To investigate the effectiveness of the 
adaptive procedure on structured grids, an exact test case is first 

chosen to demonstrate the capability of the mesh movement strat
egy to equidistribute the interpolation error of a known function 
over the edges (Tam, 1998). An analytical function/, possessing 
strong gradients, 

fix, y, z) = arctan [1000{xYz* - jk)] (19) 

has been defined over a [0, 1] X [0, 1] X [0, 2] domain which 
comprises 2541 (11 X 11 X 21) nodes. The initial and adapted 

t - 1 — uilf-i^Si^^TES GRID 

ERROR DISTRIBUTION FOR ANALYTICAl, CASE: HEXA. CASE 
NUMBER OF EDGES VS. LOGIOtTRUE ERROR) 
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Fig. 4 Analytical case on hexahedral grid: error distribution over edges and adapted grids 
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ANALYTICAL TEST CASE; 
TRUE VS, 

1 ESTIMATED ERROR 
2 TRUE ERROFf 

NON-ADAPTED HEXAHEDRAL GRID 
ESTIMATED ERROR 

T-'—<- ' ' ' i ' i~i~"T~T-^r^'7-

ERROR 

Fig. 5 Plot of true versus estimated error for analytical function on non-adapted hexahiedral grid 

T3 

meshes, along with the corresponding isolines of / are shown in 
Figs. 1 and 2, respectively. The adapted mesh greatly improves the 
resolution of the function in regions where large values of the 
second derivatives of / occur. This grid was obtained after 250 
iterations of the mesh movement scheme, using a relaxation factor 
of 1.0. 

In Fig. 3 the convergence history of the nodal displacement 
algorithm reveals that the average displacement decreased by 
four orders of magnitude over 700 iterations, beyond which 
point no important changes in the positions of the vertices are 
detected. 

A distribution of the number of edges versus the exact error over 
these edges is presented in Fig. 4. In the adapted case, the distri
bution has shifted toward a near Gaussian one in which the 
maximum error over an edge has been reduced by four-fold. 

Questions regarding the "quality" of the error estimate often 
arise in grid adaptation investigations, i.e., how does it represent 
the "real error," were it known. To address this issue, the number 
of edges versus the exact and estimated error were plotted for both 
initial and adapted hexahedral grids (Figs. 5 and 6). The exact error 
over the edges was computed using the exact Hessian matrix of the 
analytical function whereas the estimated error was determined 

ANALYTICAL TEST CASE: ADAPTED HEXAHEDRAL GRID 
TRUE VS. ESTIMATED ERROR 

1/1 
UJo 
CIO 

—I r-
ERROR 

• • - p — I 1 1 1 1 I •^-^T*- I 
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Fig. 6 Plot of true versus estimated error for analytical function on adapted hexaiiedral grid 
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iSKfAW EXPERIMENTAL DATA 

Fig. 7 The 2.5 stage compressor model 

using second derivatives recovered through the weak Galerkin 
formulation (Tam, 1998). The estimated error appears to quite 
closely follow the exact error for both the initial and adapted cases. 

5.2 Multistage Analysis of a Low-Speed Axial-Flow Com
pressor. The second stage rotor and stator of the UTRC Large 
Scale Rotating Rig for which detailed experimental data are avail
able (Dring, 1993) has been chosen as the first test case. It is 
considered a difficult test case because of the low Mach number in 
the flow field (relative Mach = 0.1) and the presence of comer 
stalls near the endwalls of the stator. Mesh adaptation is expected 
to alleviate some of the solver's problems for this particular test 
case, which could not be made to converge in (Dring, 1986). 

The meshes used for all test cases are H-grids. The rotor grid 
used 25 points upstream of the blade, 55 points on the blade and 
12 points downstream of the blade. There were 30 points in the hub 
to shroud direction and 29 points in the blade-to-blade direction. 
The stator grid used 14 points upstream of the blade, 57 points on 
the blade and 15 points downstream of the blade. There were 25 

Fig. 9 UTRC 2nd Stator: flow angle at exit versus % span 
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Fig. 10 UTRC 2nd Stator: distribution of loss versus % span 
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Fig. 8 Various planes of adapted grid of the second stage UTRC stator 
(a) / = 5, 39, 82 planes, (b) 7 = 1 0 plane, (c) ft = 9,18 planes 
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Fig. 11 UTRC 2nd Stator: distribution of bioclcage versus % span 

points in the hub to shroud direction and 21 points in the blade-
to-blade direction. The rotor tip clearance/chord is 1 percent and 
the stator hub clearance/chord is 0 percent. 

As shown in Fig. 7, the rotor inlet is located at station 3 and the 
stator exit is at station 5. Station 4 is considered the interface 
mixing plane between the rotor and stator. Station 3 is at 24 
percent of the rotor axial chord upstream of the rotor leading edge. 
Station 4 is at 30 percent of the rotor axial chord downstream of 
the rotor trailing edge and 19 percent of the stator axial chord 
upstream of the stator leading edge. Station 5 is located at 18 
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UTRC SECOND STAGE STATOR 
CONVERGENCE OF MESH MOVEMENT SCHEME 

AVERAGE NODAL DISPLACEMENT 
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Fig. 12 UTRC 2nd Stator: convergence of nodal displacement scheme 

percent of the stator axial chord downstream of the stator trailing 
edge. The rotor and stator each possess 44 blades. 

Two situations have been examined: 
(i) Grid adaptation applied to the 2nd stator, solved with inlet 

and exit boundary conditions imposed from experimental values, 
(ii) The adapted numerical solution for the 2nd stator obtained 

from part (i), above, is then analyzed in a multistage environment 
whereby the inlet conditions at station 4 (exit of rotor and inlet of 
stator) are determined iteratively. 

The effect of adaptation will be first discussed for situation (i), 
i.e., the "isolated" second stator. Three cycles of adaptation were 

required to produce the adapted grid shown in Figs. 8(a-c). It 
should be remarked that in this situation, the degree of nodal 
movement was severely limited by the fact that no mesh move
ment was allowed on boundary curves and surfaces. These curves 
and surfaces were generated by a non-CAD based in-house mesh 
generation code. In fact, since this was a turbulent case, all eight 
nodes of the hexahedral wall layer were restricted from moving so 
as to preserve the original y* values. Despite these severe con
straints, the adapted numerical results showed noticeable improve
ment over the nonadapted predictions and responded convincingly 
toward the experimental data (Figs. 9, 10, 11). 

UTRC SECOND STAGE STATOR 
ERROR DISTRIBUTION FOR ORIGINAL AND ADAPTED GRIDS 

NUMBER OF EDGES VS, ERROR ESTIMATE 
^ O R I O I N A L O R I D 
5 - ADAPTED GRID 

Fig. 13 UTRC 2nd Stator: error distribution over edges for original and adapted grids 
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Fig. 14 Pressure coefficient distribution on airfoil sections at 3%, 
45.1%, and 86.1%: versus axial location 

Figure 9 compares the radial distributions of numerical and 
experimental values of exit flow angle. The flow angles, after 
adaptation, are well predicted between 10-90 percent span. The 
adaptive procedure improves the solution in the regions of 10-40 
percent and 70-90 percent span. However, between the hub to 10 
percent span and 90 percent span to shroud, the observed discrep
ancy may be attributed to the fact that the nodes associated with 
wall elements are not allowed to move. 

The spanwise distribution of loss, computed as the difference 
between total pressure coefficient at inlet and exit, is shown in Fig. 
10. The prediction of loss, particularly in the vicinity of the hub 
and shroud, is much improved with grid adaptation. 

A plot of blockage versus percentage span is given in Fig. 11. 
The blockage factor distribution represents the departure of the 
actual flow field from axi-symmetry assumed in the through-flow 
analysis (Dring, 1986). The adapted blockage distribution repre
sents a concrete improvement over the nonadapted results. 

The second derivatives of the Mach number solution obtained 
from the initial unadapted grid is used to build the driving edge-

based error estimate in the adaptation case. Other single variables 
or weighted combinations could also be used in the error estimator 
but the Mach number was determined to be the most appropriate 
for this low speed test case. In each of the three adaptive cycles, a 
given level of artificial dissipation was specified and the La-norm 
of the solution residual was required to decrease by three orders of 
magnitude before the nodes were displaced 200 times. This num
ber of iterations may seem rather small for a 3-D case but, since the 
displacement algorithm is applied only to the volume nodes, it was 
observed that any further increase in the number of sweeps over 
the nodes would not result in any noticeable change of the nodal 
positions. As indicated in the convergence history of the mesh 
movement scheme (Fig. 12), the greatest change in the grid point 
positions occurred in the first adaptive cycle where the average 
displacement drops from 3 X 10"^ to 5 X 10"^ over the first 200 
iterations. The leveling of the displacement curve in each cycle 
may be attributed to the low value specified for the allowable 
maximum edge length. A low limit was necessary to ensure that 
the resulting hexahedral elements in the adapted grid were not 
highly skewed. The final adapted solution was obtained using 20 
percent less artificial dissipation than in the nonadapted case. A 

1 ADAPTED RESULTS 
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Fig. 15 Total pressure coefficient at stator iniet (station 4) and exit 
(station 5), and absolute total pressure loss versus % span 

Journal of Fluids Engineering JUNE 1999, Vol. 121 / 457 

Downloaded 03 Jun 2010 to 171.66.16.147. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



I ADAPTED RESULTS 
2 -MULTISTAeE ADAPTED RESULTS 
J—^-LSRR, 2 STAOE COMPRESSOR, 2ND STATOR 

R o t o r 
PER CHG FLOW IN 

PER CHG PLOW OUT 

O O -̂ Ô-̂  
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Fig. 16 Normalized axial velocity at stator inlet (station 4) versus % 
span 

relaxation factor of 0.9 was employed in the movement scheme in 
all three cycles. Figure 13 provides the error distribution over the 
edges for the nonadapted and adapted grids. It is clear that the error 
is more equi-distributed over the edges of the adapted grid. 

For case (ii) we analyze the entire 2nd stage. The stator grid 
used was the adapted grid from part (i). Each component is first 
converged, separately, in terms of mass. Interaction then begins 
between the components. The proper mixed-out quantities from 
Eqs. (16) are calculated at the planes corresponding to the inter
face, from each side, and properties in Eq. (17) determined. The 
new inlet (rothalpy, components of mass flux-scaled to correspond 
to the inlet mass flow rate in the far upstream component, turbulent 
quantities) and exit (static pressure) values are obtained by suitably 
under-relaxing the change at the nodal values from the previous 
iteration. This interaction then continues at each Newton iteration. 

In Fig. 14 comparison between the measured and computed 
stator pressure distributions for case (ii) are made at 3, 45.1, and 
86.1 percent span. The comparison is good from hub to tip, with 
the numerical solution clearly indicating the region of separation 
on the suction side at the 3 percent span section. Results at the 
other sections are also good, with the adapted solution invariably 
getting closer to the experimental values. 

Figure 15 shows the spanwise distributions of total pressure 
coefficients at stations 4 and 5, and the spanwise loss distribution. 
All are well predicted and the adaptive solution captures better the 
loss distributions near the end walls. It should be noted that this is 
achieved despite of the small pressure ratio of the case, which 
gives little variation in the total pressure profiles, leading to some 
inaccuracy in being able to define the loss. 

Finally, Fig. 16 shows the radial profile of the axial velocity at 
station 4 (stator inlet), normalized with respect to wheel speed. It 
is well predicted, even near the end walls. 

5.3 Single-Stage Analysis of a Turboprop First Stage. An 
analysis of a turboprop first high pressure (HP) axial compressor 

Rotor 
S ta tor 

I, 

r-
'-' 

a 

---. 

Ti 10 

^̂ •̂  

• • ^ 

11 
Itera 

'- ~̂ .̂ 

10" "3C 

Aon Numbc 

''̂  
to" "4C 
r 

• - . ^ ^ 

---,, 
So" eoS 

Fig. 17 Convergence history of the Navier-Stokes equations for the 1st 
stage of the turboprop 
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Fig. 18 Percentage change in mass flow versus iteration number at the 
Inlet and exit planes of the 1st rotor In the 1st stage of the turboprop 
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Fig. 19 Percentage change In mass flow versus Iteration number at the 
Iniet and exit planes of the 1st stator in the 1st stage of the turboprop 
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Fig. 20 Comparison of stage speed line prediction by NS3D, mean line 
model and test data; pressure ratio and efficiency versus corrected flow 

Stage without tip clearance is carried out. The rotor grid contains 
43,750 nodes with 25 nodes in the spanwise direction, 25 nodes in 
the pitchwise direction, 21 nodes upstream, 41 nodes on the blade, 
and 10 nodes downstream. The stator grid contains 46,250 nodes 
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with 25 nodes in the spanwise direction, 25 nodes in the pitchwise 
direction, 10 nodes upstream, 41 nodes on the blade, and 25 nodes 
downstream. 

A converged single-blade viscous solutions for the rotor and the 
stator are obtained before the interaction process between the rotor 
and the stator begins. It is observed that multistage calculations 
could not be started unless the percentage change in static pressure 
at the mixing plane, common to the rotor and the stator, is less than 
20 percent. 

The convergence history of the Navier-Stokes equations (N-S) 
for both rotor and stator (as a stage) is shown in Fig. 17. The 
Lj-residual for the rotor is two orders of magnitude greater than 
that of the stator. About 450 Newton iterations are sufficient to 
reduce the residuals of the governing equations by three orders of 
magnitude for both blade rows. Convergence of the stage calcu
lation is not only based on residuals, but also on the change of 
physical quantities such as static pressure, total temperature, and 
mass flow across the mixing plane. Stage calculations are termi
nated when the change in mass flow, area-averaged static pressure, 
and mass-averaged total temperature at the mixing plane are less 
that 0.2, 0.5, and 0.1 percent, respectively. The percentage change 
in mass flow with iteration number, for each rotor and stator, is 
shown in Figs. 18 and 19. 

NS3D over predicts choking flow by 1.03 percent, under pre
dicts efficiency by 1.25 percent and over predicts pressure ratio by 
2.4 percent. 

Figure 20 shows the map predictions for the first compressor 
stage by NS3D, meanline model, and test data. In this figure, the 
predictions are compared with test data at the choking flow con
dition and to meanline model predictions at nonchoking condi
tions. The choking flow is over predicted by 1.03 percent with 
respect to the test data. The stage isentropic efficiency is under 
predicted by 0.97 percent and the pressure ratio is overpredicted by 
1.98 percent with respect to the meanline model. 

The potential reasons for the discrepancies observed in the 
predictions are due to two main causes; 

1 The coarse mesh used, 

2 Tip clearance is not modeled. This should reduce the pre
dicted choking flow. 
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Numerical Study of Vortex 
Shedding From a Circular 
Cylinder in Linear Shear Flow 
A three-dimensional numerical simulation of linearly sheared flow past a circular cylinder 
has been performed for a shear parameter |3 of 0.02 and a mean Reynolds number of 
131.5. A cylinder of 24 diameters span is considered. A second-order accurate finite 
volume scheme is used to integrate the unsteady Navier-Stokes equations. Present com
putations confirm both qualitatively and quantitatively, the aspects of cellular shedding as 
reported by several investigators through experimental studies. Up to five constant 
frequency cells of obliquely shedding vortices are observed. The nondimensional frequen
cies of these cells are observed to be lower than those given by parallel shedding 
correlations at the equivalent Reynolds numbers. It is also observed that the cell bound
aries continuously move in time. Detailed distributions of vorticity and velocity compo
nents are presented to describe the flow. The influence of end-wall boundary conditions 
is studied by computing two cases, one with free-slip condition, and the other with no-slip 
condition on disks of radius of five cylinder diameters. 

1 Introduction 

Numerous studies of vortex shedding from bluff bodies placed 
in a uniform free stream have been reported (cf. Williamson, 1996) 
since the early work of Strouhal (1896). The general characteristics 
of flow over a bluff body of simple shape (circular and rectangular 
cylinders, flat plate, sphere) placed in a uniform stream are rea
sonably well understood. At low Reynolds numbers (until —40), 
the flow has been observed to be steady. However, beyond a 
critical Reynolds number, unique to the given geometry, the flow 
is found to become unsteady, with periodic shedding of vortices 
from the top and bottom sides of the body. The flow field is 
two-dimensional (spanwise uniform, except at end regions) until a 
second critical Reynolds number, at which the spanwise uniform 
flow becomes three-dimensional. Regions of streamwise vorticity 
are observed to appear at spanwise intervals of 4 diameters (Mode 
A instability), and 1-1.5 diameters (Mode B instability) when the 
Reynolds number is progressively increased. Detailed reviews of 
previous studies on circular and rectangular cylinders in uniform 
flow are given by Berger and Wille (1972), Bearman (1984), and 
Williamson (1996). 

In many practical situations, the inflow stream is not uniform, 
but has some form of shear imposed along the axis of the body. 
Such a situation is of relevance to the design of chimneys placed 
in the earth's boundary layer, marine risers, tethered buoys, and 
pillars of offshore platforms. In comparison to uniform flow, 
effects of shear on the vortex shedding mechanisms are relatively 
less understood. Only a few studies, primarily experimental, have 
been reported in which the shedding frequencies and drag forces 
have been measured. The most distinguishing feature observed for 
shear flow over a bluff body is the shedding of vortices in cells of 
constant frequency. Early experiments of Masch and Moore (1960) 
and Shaw and Starr (1972) measured the drag and Strouhal num
bers for a circular cyUnder in shear flow. Within the accuracy of 
the experiment, their study did not show any cellular shedding 
pattern. However, in several subsequent experimental studies 
(MauU and Young, 1973; Mair and Stansby, 1975; Peltzer, 1982) 
a distinct cellular pattern consisting of cells of constant frequency 
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was noticed. Mair and Stansby (1975) conducted similar experi
ments on cylinders of various cross-sections and aspect ratios. 
They conjectured that there should be an upper limit to the span-
wise size of the cells. The largest cell lengths observed have been 
usually in the range of AD to 6D. In their experiments, the base 
pressure coefficient based on local velocity was observed to be 
nearly constant along the span with variations only at the ends. For 
short cylinders, the end effects were more pronounced. It was also 
observed that the base pressure coefficient based on mean velocity 
varied linearly for most of the span and did not show any cellular 
pattern. This observation is inconsistent with that of Maull and 
Young (1973) who had earlier observed a definite variation of base 
pressure in the spanwise direction. The change in the slope of the 
base pressure curve was linked to the boundary of cells of constant 
frequency. 

As a simplified analogue of shear flow over uniform cylinders, 
Gaster (1969, 1971) studied flow over slender cones and observed 
that there exists a spanwise coupling between regions of different 
characteristic frequency that introduces some amount of amplitude 
modulation to the shedding vortices. In a review paper. Griffin 
(1985) summarized the observations made by several investiga
tors. It was shown that for various experimental conditions, cellu
lar shedding pattern has been observed along with spanwise vari
ation of base pressure. Noted among these are experiments by Woo 
et al. (1981), Peltzer (1982), and Peltzer and Rooney (1981). 
Peltzer (1982) also reported that the boundaries of the constant 
frequency cells, away from the ends show some temporal varia
tion. However, the dynamics of the cell boundaries remain to be 
understood. Much of the theoretical work has been based on 
simple oscillator models, with modifications to include effects of 
three-dimensional geometry or upstream flow. Gaster (1971) pro
posed a simple model of three-dimensional vortex shedding using 
the Van der Pol equation with a chain of spanwise stiffness. Noack 
et al. (1991) presented similar phenomenological model for the 
spanwise cell formation in the near wake of the cylinder in non
uniform flow at low Re (0 ~ 160). However the accuracy of the 
model is limited by the appropriate selection of the coupling 
coefficients. 

Balasubramanian and Skop (1996) have developed an elastically 
coupled Van der Pol oscillator model using a diffusive coupling in 
the spanwise direction. Their model could closely replicate the 
cellular nature of vortex shedding that has been observed in 
experiments. Anderson and Szewczyk (1996) investigated the con-
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Table 1 Computed Strouhal numbers 

Span of 
the cells 

Strouhal number 
based on mean velocity 

Strouhal number 
based on local velocity 

0.2 
Frequency 

Fig. 1 Spanwise variation of frequency spectra of fluctuating i^veloclty 
at X = 1D, / = 0 for the free slip condition at spanwise boundaries. The 
vertical axis is the power spectral density on an arbitrary scale. Curve for 
each spanwise location is plotted with a constant successive offset. 

cept of universal Strouhal parameter that would remain invariant 
for a variety of bluff bodies and flow configurations, including 
shear in the upstream flow. Different dimensionless groupings of 
base pressure, wake width, and Strouhal number were investigated. 

To our knowledge, there have been only a small number of 
computational studies of the three-dimensional vortex shedding 
phenomena arising out of either sheared upstream flow or body 
geometry. Jesperson and Levit (1991) conducted a three-
dimensional computation of the flow over a tapered circular cyl
inder similar to the geometry considered by Piccirillo and Van Atta 
(1993). A time sequence of vortex formation and interactions was 
presented. Vortex dislocations were observed as seen in the ex
periments. Newman and Karniadakis (1997) recently presented 
resuhs of a direct numerical simulation of flow past a freely 
vibrating cable at low Reynolds numbers (Re = 100 and 200). As 
a part of this study, a sinusoidally sheared upstream flow was 
considered. This direct simulation is probably the only numerical 
study that reports the vortex shedding process for nonuniform 
upstream flow. They showed that the effect of a shear in the 
approach flow is to produce a mix of both travelling and standing 
waves. While a sinusoidally sheared inflow condition is rather 
uncommon in practice, these computations show the impact of 
spanwise varying inflow on the vortex shedding process. 

Despite the experimental and computational studies mentioned 
above, several issues relating to shear flow past bluff bodies are 
still not well understood. The issue of cellular vortex shedding 
itself is not conclusively resolved. It is not known precisely how 
many cells are normally formed, and how different flow parame
ters, such as the shear rate, Reynolds number, cylinder aspect ratio, 
and end conditions influence the cellular pattern. Also, not much is 
known of the dynamics of the downstream flow. 

QD-7D 
8D-11D 

12D-15D 
16D-2QD 
21D-24D 

0.1397 
0.1513 
0.1621 
0.173 
0.2048 

0.184-0.155 
0.166-0.153 
0.163-0.151 
0.163-0.144 
0.176-0.165 

In the present study, we have undertaken a three-dimensional 
numerical simulation of the flow over a circular cylinder with 
linear upstream shear. In order to minimize the complexities due to 
intrinsic three-dimensionalities that appear because of spanwise 
instabilities, we have kept the Reynolds number low. The mini
mum and maximum Reynolds numbers are 100 and 163, with a 
mean value of 131.5. At these Reynolds numbers, the Mode A and 
Mode B intrinsic three-dimensionalities are known not to appear 
(Henderson and Barkley, 1996). The spanwise domain is taken to 
be 24 cylinder diameters, giving a shear parameter [(3 = {D/ 
Uo)(Su/dz)] of 0.02. To minimize the effects of the end condi
tions, it would be necessary to consider a very long cylinder in the 
computations, or use a spanwise periodic boundary condition with 
a periodic upstream profile. For the linear shear case, this would 
imply using a saw-tooth profile. However, such a saw-tooth profile 
itself can become a source of vortex dislocations in the wake 
region. Therefore, effects of end conditions cannot be avoided, 
both in the numerical computations, as well as in the experiments. 

Computations were performed with two different spanwise 
boundary conditions. The first simulation assumed free slip at the 
ends, while the second simulation imposed no-slip condition on 
disks of radius 5D. Even though the no-slip boundary condition is 
more physically realistic over the free-slip case, the development 
of the boundary layers and consequent vorticity generation for the 
no-slip boundary case adds to the complexity of the wake flow. 
The free-slip condition, on the other hand, implies an abrupt 
change in the velocity gradient. Results from both the studies will 
be presented and a comparison of their effects on the frequency 
response and wake structure will be made. 

Section 2 describes the solution procedure. Section 3 provides 
the computational details and Section 4 presents the results. Sec
tion 5 summarizes the observations. 

2 Numerical Method 
In the present study, the time-dependent three-dimensional con

tinuity and momentum equations for an incompressible flow are 
solved on a general curvilinear grid. The solution variables in the 
momentum equations are selected to be the Cartesian velocity 
components. A collocated arrangement of pressures and velocity 
components at the centers of finite volumes is adopted. Spatial 
discretization uses second-order accurate central differencing. The 
pressure field is determined by the fractional step method. For time 
integration, a two-stage, second-order accurate Adams-Bashforth 
scheme is used. The first stage of the integration consists of solving 

Nomenclature 

D — cylinder diameter 
/ = frequency of oscillating veloc

ity signals 
p = pressure 

Re = Reynolds number (UD/v) 
St = Strouhal number (fD/U) 

t = time 
U = mean free stream velocity 

u, V, w = Cartesian velocity components 

X, y, z = Cartesian coordinates, used for 
post processing of results 

Greek Symbols 

j3 = shear parameter [(D/U)(du/ 
dz)] 

f, rj = transformation coordinates 
V = fluid viscosity 
0) = vorticity 

Subscripts and Superscripts 

local = spanwise local value 
mean = spanwise mean value 

X, y, z = cartesian components, used for 
post processing of results 
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Fig. 2 Spanwise variation of Stroulial number for tlie free slip condition 
at spanwise boundaries 

the momentum equations for an intermediate velocity field. This 
step is followed by the solution of a Poisson equation for pressure, 
p such that «"*' satisfies the divergence-free condition imposed by 
the mass continuity equation. Discretization of pressure equation 
gives rise to a Unear system of the form, A • p = b. In the present 
study, this linear system is solved iteratively using the conjugate 
gradient method. The pressure field is then used to update the 
volume fluxes and the Cartesian velocities. 

As discussed earlier, we have considered both no-sUp and free-
slip boundary conditions in the spanwise direction. The no-slip 
conditions are imposed on disks of 5D radius. On the cylinder 
surface no-slip impervious boundary conditions are used along 
with zero normal pressure gradient. Away from the vicinity of the 
wake, the far stream boundary conditions are used. Within the 
wake region, the outflow boundary conditions are adopted from 
Oseen's solution. (Braza, Chassaing, and Ha Minh, 1986). Com
plete details of the numerical procedure are given in Wang (1996). 

A code based on this algorithm has been implemented for 
parallel computing on distributed memory machines using the 
Message Passing Interface (MPI). The computer program has been 
initially validated for the cases of uniform flow, over circular and 
rectangular cylinders (Wang, 1996). 

3 Computational Details 
A curvilinear grid (f, T), Z) has been considered around the 

circular cylinder. The domain extends in the T) direction to 15 
cylinder diameters. In the spanwise (z) direction a domain length 
of 24 cylinder diameters has been considered. The computational 
grid is generated in the cross-stream ( ,̂ TJ) plane and then stacked 
in the z-direction. Stretching functions in both radial (TJ) and 
azimuthal {Q directions are used for appropriate grid concentra
tions in the wake region and in the vicinity of the cylinder. The 
present computations are for a mesh size of 80 X 80 X 120 cells 
in the ,̂ T; and z directions respectively. This results in a rather 
coarse grid spacing of 0.2D in the z direction. However, compu-

z / D 

Fig. 3 Spanwise variation of crossflow velocity at a few time Instances 

i 4 6 i lb ii 1'4 I'e i'b ib 2'2 
z / D 

Fig. 4 Temporal variation of base pressure over the span of the cylinder 
at four different time Instances 

tations performed by Jesperson and Levit (1991) for uniform flow 
over a tapered cylinder suggest that a grid spacing of even 1D is 
sufficient to capture spanwise structures like vortex dislocations. 
This has been further confirmed by Zhang et al. (1995) who did 3D 
Direct Numerical Simulations of cylinder wake transition. Accord
ing to them a Az of 0.1-0.2Z) is sufficient to resolve secondary 
spanwise structures with wavelengths around ID. Since most of 
the experimental studies on shear flow past circular cylinders have 
reported constant frequency cell sizes between 4£> and 6D, a grid 
spacing of 0.2D in the z-direction was considered adequate. 

The Reynolds number in the present computations varied from 
100 to 163 from one end of the cylinder to the other for a shear 
parameter of 0.02. The nondimensional time step used was 2.5 X 
10~' so as to satisfy the CFL criterion. The computational domain 
has been split into a number of nonoverlapping subdomains and 
each domain was assigned to a separate processor. All computa
tions have been performed on the IBM SP2 machines at the Maui 
High Performance Computing Center (MHPCC). Typical simula
tions were run on 8 processors and took about 24 hours of real time 
for 1400 time steps. The integration was started from a uniform 
sheared flow throughout the solution domain. After the initial 
transients have been convected out and a nearly stationary flow 
field has been set up, temporal data were collected for a total of 
60,000 time steps, equivalent to 150 time units, and approximately 
30 vortex-shedding cycles. 

4 Results and Discussion 

4.1 Frequency Response of Vortex Shedding. For the 
Reynolds-number range studied here, a nominally two-
dimensional flow field is expected when the upstream flow is 
uniform along the span. However, with the presence of upstream 
shear, a complex three-dimensional flow field is generated even at 
very low Reynolds numbers. The frequency of vortex shedding, 
and the base pressure variation have been the primary quantities 
studied in previous experiments. In the present computations, the 
frequency of vortex shedding has been monitored by collecting the 
cross flow velocity signals at downstream locations of x = ID, 
y = 0 along the span of the domain at intervals of one diameter. 
Figure 1 shows frequency spectra of these cross flow velocity 
signals. Barring the effects at the ends, the presence of five 
constant frequency cells is evident in this figure. Table 1 presents 
two sets of Strouhal numbers for different spanwise cells. Within 
each cell, the Strouhal number based on the mean velocity is 
constant, while the one based on the local velocity varies linearly, 
with sudden jumps across the cell boundaries. 

The computed Strouhal numbers are somewhat lower than those 
experimentally measured by MauU and Young (1973). This may 
be due to the much higher Reynolds number in the experiments. 
However, our Strouhal numbers compare fairly well with mea
sured values of Noack et al. (1991) for flow over a tapered 
cylinder. Although the equivalent shear parameter for their tapered 
geometry is lower than the value in our computation (0.01 vs. 0.02 
in our study), the Reynolds number range is nearly the same. The 
lengths of the constant frequency cells in the present computation 
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Fig. 5 Spanwise variation of crossstream vorticity at time, t = 133. Each frame shows the same 
contour (my = 0.12) on a (~, ~) plane at the corresponding spanwise location from the low velocity (u) 
end 

are observed to vary between 3D and 7D. This observation is 
consistent with those of Maull and Young (1973), Woo et al. 
(1981), and Peltzer and Rooney (1981), despite the differences in 
the Reynolds numbers. 

The observed frequencies for a sheared upstream flow may be 
also compared with the parallel shedding frequencies for a uniform 
flow at the corresponding local Reynolds number. We have hence 
modified the correlations presented by Roshko (1954) and Wil- 
liamson (1989) to account for the varying local Reynolds number 
and the definition of the Strouhal number based on the centerline 
velocity. In Fig. 2, the computed Strouhal numbers are plotted 
against the modified correlations given by: 

Stw = - 3 . 3 2 6 5 / R e m ~  + 0.1816 • Relo~aJRe . . . . .  

+ 1.6 X 10 -4" Re~ocal/Re . . . .  (1) 

Ste = 0.212(RelocJRe . . . .  ) - 4.5/Rem~ ' (2) 

In the present case, the range of Reynolds numbers is 100 to 163 
with a mean of 131.5. It can be seen that the computed Strouhal 
numbers are lower than those given by the correlations. Noack et 
al. (1991) made a similar observation in the case of a slender cone. 
They attributed this lowering of the frequency to the oblique nature 
of the shedding (resulting from the varying cylinder diameter), for 
which the frequency reduces as the cosine of the shedding angle 
(Williamson, 1988). Oblique shedding is also observed in the case 
of a sheared flow. However, a simple scaling of the frequency by 
the angle of shedding gives only a simple explanation. We observe 
that the lowering of the frequency is due to complex fluid dynamic 

interactions (described below) that are occurring in the near wake, 
as a result of continuous spanwise energy redistribution. 

4.2 Instantaneous Flow Field. Ideally, one would expec t  
that a continuous spanwise variation of the free stream velocity 
should result in a continuous variation in phase of the shed vorti- 
ces. However, this is not the case. Because of the convective- 
diffusive coupling in the spanwise direction, the shed vortices 
maintain a certain degree of coherence. Thus vortices of finite 
lengths are shed alternately from the top and bottom sides of the 
cylinder. A cell may be identified by the span over which a top or 
a bottom shear layer is able to maintain coherence. Between two 
successive cells the crossflow (v) velocity will change its sign. 
Figure 3 shows the spanwise variation of the crossflow (v) velocity 
at a location o f x  = 1D, y = 0 at different time instants. It can be 
seen that there are five spanwise cells present at these times, with 
some effects due to the end conditions. Also, the cell boundaries 
move in time along the span and a re  not fixed. Such cellular 
behavior is also observed in the temporal variation of the base 
pressure along the span (Fig. 4). The details of the temporal 
behavior of the cellular shedding phenomenon will be discussed in 
Section 4.4. This has also been observed experimentally by Peltzer 
and Rooney (1981) and by Mair and Stansby (1975). Further, these 
instantaneous boundaries do not coincide with those shown in the 
frequency spectra (Fig. 1). The temporal dynamics are further 
discussed in a subsequent section of the paper. 

We also see that near the cell boundaries there is a sudden 
change in the phase of the vortex shedding. This is exemplified 
by the distributions of cross-stream vorticity, shown in Fig. 5. 

0 -2.0 (0.16) 2.0 

1 ~Z~i|iiiiii| U I l i i -  ~ " 

N!i;; 
4 ~ ! ! m i i i i i | | i  

4 8 12 16 20 
Z 

Fig. 6 Contours of spanwise vorticity on y = 0 plane at time, t = 133. Solid and dashed lines show 
positive and negative vorticities, respectively. 
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Fig. 7 Isosurfaces of spanwise vorticlty (wz = ±0.4) at time, r = 133 

Figure 5 shows the distribution of (cOy) at different spanwise 
locations at tU/D = 133.0. It can be seen that there is a 
monotonic pattern of w, between 0 and ID. This pattern sud
denly changes between 7 and 8D when a new pattern of 
shedding from the bottom is initiated. There are again abrupt 
changes at 12D, 16D and 20D. These locations match fairly 
well with the zero-crossing locations of the t;-velocity shown 
earlier in Fig. 3. The loss of coherence in the locally adjacent 
layers manifests in abrupt changes in w,. On either side of these 
changes, the shedding layers are aligned with each other. We 
therefore believe that the span of each shedding layer is deter
mined by an extent of phase difference that can be supported by 
the coherence of the shedding vortices. 

Within each cell, however, the axial velocity is not constant. As 
a result, the axis of the spanwise vorticity is slanted in the spanwise 
direction. This is evident in the contours of spanwise vorticity at 

y = 0, shown in Fig. 6. It is seen that these contours form closed 
loops, which progressively become more oblique with downstream 
distance. The cell boundaries are regions where the positive and 
negative vorticities meet. The characteristic alternate top-bottom 
shedding over finite distances with a phase difference along the 
span can be clearly observed in this figure. Very close to the 
cylinder (x ^ 0.523), the positive and negative contours indicate 
that at this time instant, the bottom and top layers are alternately 
incident on the y = 0 plane. The spans of these positive and 
negative contours coincide well with the zero crossings of the v 
velocity, as well as with the shedding sequences of to,, thus 
confirming the cellular shedding pattern. As mentioned above, the 
obliqueness in the vorticity contours indicates a relative increase 
(across the span of a cell) of the convective velocity of these 
vortices. The obliqueness of the vorticity distribution can also be 
seen in Fig. 7, which shows isosurfaces of a particular value 

Ref vector 
y= 0.0 

Fig. 8 In-plane velocity vectors (u, n) on various horizontal planes: (a) y = 0.0, (b) y = 0.5 and (c) 
y = -0.5. Solid lines show contours of </ = 0. Thick wavy line In (a) represents u = 0 contour. 
|T]and {¥] represent top and bottom shear layers. 
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Fig. 9 Distribution of axial velocity (u) on the symmetry plane, y =: 0 at time, t = 133 
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Fig. 10 Distribution of spanwise gradient of axial velocity (du/dz) on the symmetry plane, 
y = 0, at time, t = 133 

(magnitude) of W;. One can also observe the appearance of a 
dislocation at the high velocity end. 

It may be further noticed from the spanwise vorticity distribu
tion shown in Fig. 7, that the obliqueness of vorticity contours is 
not present in the immediate vicinity of the cylinder, where the 
axial velocity is negative. Thus, it appears that although the eel-

Li HI 
Sheared inflow 

^TTTTTT'TT'""" - • ' f ' ' I T I t J 

Stagnation Pressure 

• - ^ 

Cylinder 

u-Velocity'''l(Outer wake) 

u-Veiocity''' (recirculating region) 

_ ^ •- "" +v-Veiocity 
•̂^ -• -_ ^ -v-Veloclty 

w-Velocily'*' (recircuJalingregion) 

w-VelocHy'"' (Outer wake) 

Fig. 11 Schematic representation of flow parameters within a constant 
frequency cell 

lular pattern exists in this region as well, the nature of vorticity 
variation in this region is different from that outside. This is clear 
from Fig. 8 which shows the in-plane velocity vector (u, w) on 
three horizontal planes in the wake {y = 0, ±0.5). Also shown 
are contours of zero n-velocity locations, identifying the cells. 
Within each one of these cells, distinct flow patterns are seen 
inside the recirculation region and outside the recirculation region. 
Inside the recirculation region, the increasing strength of the base 
suction pressure gives rise to a spanwise velocity from the low 
velocity end to the high velocity end. Further, the axial and 
spanwise pressure gradients continually vary in time and in the 
span. Depending on the phase of vortex shedding, the pressure in 
the wake may be higher or lower than the corresponding base 
pressure. This gives rise to continuously varying u- and 
w-velocities within each cell. Consider cell A shown in Fig. 8(a). 
The line where u is zero is approximately sketched. Upstream of 
this line, the w velocity is always positive, and decreases toward 
the cell boundaries. Downstream of the zero M-velocity line, the u 
velocity is strong and positive. The w-velocity is very small. At 
locations where the shear layer reaches the >' = 0 plane, the axial 
velocity is minimum and the in-plane velocity vectors are showing 
only spanwise velocities. The flow turns distinctly within a cell to 
develop the oblique shedding pattern whereas relatively farther 
downstream, the velocity vectors are getting realigned with the 
free-stream. Figures 8(/?) and (c) show similar plots for y = 0.5 
and y = —0.5. The imprints of the vortices shed from the top and 
bottom surfaces are marked (T) and (B) on these figures. Within 
each cell (say T), there is first a positive spanwise flow. When this 

Fig. 12 Spanwise variation of crossflow velocity (with end plates) at 
four different time instances 
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Fig. 13 Contours of spanwise vorticity on y = 0 plane (with end plates) at time, t = 122.5. Solid and 
dashed lines show positive and negative vortlcitles, respectively. 

flow reaches the cell boundary, it turns with the adjacent cell (B), 
which convects it axially. Thus, there is a transfer of mass and 
momentum between adjacent cells. We believe that this transfer of 
mass to an adjacent cell gives rise to an increase in shedding 
frequency of its low velocity end, and a decrease in frequency for 
the high velocity end of the cell that transferred the mass. 

Figure 9 shows instantaneous contours of u velocity at >> = 0 
plane. The regions of negative velocity, in the form of cells can be 
clearly seen. Figure 10 shows contours of spanwise derivative of 
axial velocity. The spanwise cell boundaries are locations of the 
minimum u velocity. Within each cell the spanwise gradient of u 
velocity has a pair of positive and negative regions. The locations 
where the gradient goes from negative to positive value correspond 
to cell boundaries. The maximum absolute velocity gradients are 
larger in magnitude than the imposed linear shear upstream. This 
also indicates that there is a significant redistribution of flow in the 
wake region. 

Figure 11 shows hand sketches of the variations of the velocities 
and pressure within the span of an individual cell at y = 0. 
Upstream of the cylinder, there is the imposed shear, with a 
quadratically varying dynamic pressure distribution. However, 
even though there is a significant spanwise pressure gradient 
upstream of the cylinder, there is no significant spanwise velocity. 
Downstream of the cylinder (in the near wake), the pressure is 
negative throughout and has zero derivatives at the cell boundaries. 
The M-velocity shows zero derivatives and minimum magnitudes 
at the cell boundaries, while the v velocity is zero at the cell 
boundaries. On the centerline, the w velocity is positive throughout 
(i.e., flow is from the low velocity end to the high velocity end) in 
the near wake. Downstream however, it is positive for much of the 
span, and negative towards the high-velocity end. Eventually, the 
flow becomes mostly axial, with very small values of w velocity. 

4.3 Results With End Plates. The results presented above 
correspond to a free slip boundary condition in the spanwise 
direction. We have also carried out a second simulation with no 
slip condition imposed over disks of radii of 5D. Selected results 
from this simulation are presented below, and are compared with 
the results from the free-slip case. 

Figure 12 presents the v velocity variation along the span nty = 
0 and X = ID for four time instants. The zero crossings of the v 
velocity signals are indicative of the cellular shedding pattern. As 
in the case of the free-slip boundary condition, we see here also 
five cells. The range of v velocity fluctuation is also similar to that 
with free-slip condition. However, imposition of the no-slip con
dition produces some local effects at the ends. Figure 13 shows 
instantaneous contours of spanwise vorticity at y = 0. The alter
nate positive and negative vortices indicate shedding from top and 
bottom sides of the cylinder. From this plot, we can clearly observe 
that there are five cells. Near the high velocity end, we see some 
distortion of the vorticity contours. This is resulting from the 
formation of a dislocation in that region. The other two compo
nents of vorticity also indicate similar cell structure, and hence are 
not shown here. Figure 14 shows the iso-vorticity surfaces (w, = 
±0.4) at one instant in time. This figure should be compared with 

Figure 7 shown for the free-slip case. We see that these two figures 
are very similar, but for minor differences near the high velocity 
end. It appears that the imposition of the no-slip condition does not 
produce much distortion in the a)„ as well as other vorticity 
distributions (not shown here). 

Instantaneous base pressure plots, shown in Fig. 15 also support 
the existence of the cellular shedding pattern. The overall pressure 
distribution is again similar to the ones observed in the free-slip 
case, except for some differences at the high velocity end. Figure 
16 shows the time average base pressure for the cases with and 
without the end plates. In both cases, the time-averaged base 
pressure plot, however, masks the cellular shedding pattern. Fur
ther, the overall range of variation of base pressure is smaller in the 
no-slip case than in the free-slip case. This decrease in the mag
nitude of base pressure is the result of the growth of the boundary 
layers on the end disks and also due to the flow diverting away 
from the end walls. 

Figure 17 shows the frequency spectra of the v velocity at .x = 
ID, and y = 0, for spanwise locations separated by one cylinder 
diameter. From this figure, we see that there are only two (2) 
distinct frequencies of shedding in addition to one at the high 

Fig. 14 Isosurfaces of spanwise vorticity {la^ = ±0.4) (with end plates) 
at time, t = 122.5: no significant difference with the free-slip case (Fig. 7) 

Fig. 15 Temporal variation of base pressure over the span of the cylin
der (with end plates) for four different time instances 
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Fig. 16 Spanwise variation of time averaged base pressure for both 
cases—with and without endplates 
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Frequency 

Fig. 17 Spanwise variation of frequency spectra of fluctuating 
v^velocity at x = 10, / == 0 (with end plates). The vertical axis is the power 
spectral density on an arbitrary scale. Curve for each spanwise location 
Is plotted with a constant successive offset. 

velocity end. Although this may lead us into concluding that there 
are only two distinct cells of shedding, actually there are five cells, 
as seen in the distributions of the i^velocity, vorticity, and pres
sure. Thus, an incorrect conclusion can be reached by observing 
only the frequency spectra, and not the distributions of individual 
variables, such as the r>-velocity. Further, the frequencies are 
relatively lower with the no-slip condition compared to the free-
slip case. In the case of no-sUp, the individual frequencies are 
0,135 and 0.147 with another frequency of 0.183 at the high 
velocity end. 

4,4 Temporal Dynamics. We observe that the cell bound
aries are continuously moving along the span. This can be inferred 
from the temporal variation of base pressure over the span of the 
cylinder at four arbitrary time instants for both cases studied (Figs. 
4 and 15). These variations are very similar to those reported by 
Maull and Young (1973). The cell boundaries are observed to 
coincide with valleys in the base pressure curve. These valleys can 
be seen to be at different spanwise locations at different instances. 
The pressure variations at the two ends are a consequence of the 
end conditions. However, for both cases studied, the time-averaged 
base pressure distributions are rather smooth curves along the span 
of the cylinder (Fig. 16). This may have lead previously (Peltzer 
and Rooney, 1981) to a conclusion that there is no discernible 
cellular shedding of the vortices. 

Figure 18(fl) shows the temporal variation of the cross flow 
velocity atx = ID and y = 0, in dimensionless time versus span 
coordinates for the spanwise free-slip case. From this plot, we see 
that after the initial transient evolution of the flow field, a travelling 
wave pattern is created. Dislocations are observed to occur at the 
high velocity end at time instants around 110, 129, and 147 and at 
different spanwise locations. As these dislocations are convected 
downstream, they are observed to grow in size. This can be also 
seen in earlier isovorticity plot (Fig. 7). The dislocation seen in 
Fig. 7 at a spanwise position of 18D corresponds to the one that 
appeared in Fig. 18(a) at time of 129 units. 

The temporal variation of the IT-velocity at .JC = ID and y = 0 
for the end-plate case, is shown in Fig. \S{b). It shows a close 
resemblance with the corresponding figure for the free-slip case 
(Fig. 18(a)). There is an arbitrary time off set of 17 time units 
between the two cases (i.e., tU/D of 93 in the no-slip case 
corresponds with 110 of the free-slip case, and the plots should be 

tU /D 

tU /D 

Fig. 18 Temporal variation of crossfiow velocity at x = ID, y = 0 for both cases—with and 
without endplates. The time signals at various spanwise locations are plotted on a dimension-
less z ~ t plane. 

Journal of Fluids Engineering JUNE 1999, Vol. 121 / 467 

Downloaded 03 Jun 2010 to 171.66.16.147. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



synchronized at these instants). The period between the occurrence 
of two consecutive dislocations is approximately 18 units in both 
the cases. 

5 Summary 

In the present study, two three-dimensional numerical simula
tions of a linearly sheared flow over a circular cylinder have been 
conducted. A fractional step method with central differencing of 
the spatial derivatives is used. The present computations confirm 
for the first time many of the features previously observed exper
imentally for shear flow over a circular cylinder. These computa
tions reveal that the flow continually develops in time with the 
following features: 

(a) A definite cellular pattern of vortex shedding along the 
span of the cylinder is observed. Up to five distinct cells 
for a cylinder of 24 diameters span have been observed. 
The lengths of the cells varied between 3 and 7 cylinder 
diameters. 

(b) For the free-slip boundary condition, the Strouhal numbers 
based on centerline free stream velocity ranged between 
0.14 and 0.205. With end plates at the spanwise bound
aries, the corresponding limits were 0.135 and 0.183. 

(c) Instantaneous base pressure plots show correspondence 
with cellwise shedding pattern, as reported by Maull and 
Young. However, the time averaged base pressure varies 
smoothly along the span (except for end effects) and masks 
the cellular pattern. 

(d) Vortex dislocations are observed to form near the high 
velocity end, and to get convected to downstream. 

(e) The results with end plates at the spanwise boundaries are 
very similar to those with free-slip condition, except for 
the end wall boundary layers and the corresponding vor-
ticity that is generated. The cellular shedding is observed 
in both cases. 

(/) The frequency spectra alone may not be the best indicator 
of the cellular shedding pattern. Detailed spanwise distri
butions of the velocity, vorticity and other quantities 
should be also studied along with the frequencies of vortex 
shedding. 

In order to study the temporal dynamics in more detail, it is 
necessary to integrate the equations for much longer time. Also, in 
order to reduce the end effects, a much larger span should be 
considered. Such a simulation is currently in progress. 
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Biologically-Inspired Bodies 
Under Surface Waves—Part 1: 
Load Measurements 
Measurements have been carried out in a tow tank on cylindrical bodies submerged 
in proximity of traveling surface waves. Two bodies are considered: a reference plain 
cylinder and another cylinder containing a pair of wings (or hydrofoils) below the 
cylinder, not above. The latter body owes its origin to certain species offish which has 
small wings for maneuverability. The wavelength of the surface waves (\) is of the 
order of the cylinder length (L) or higher (1 < A/L < 10). Temporal measurements 
of axial and vertical forces and pitching moments, phase matched to the surface 
elevation of traveling waves, have been carried out. The time periods of the waves and 
depth of water pertain to deep water and intermediate depth waves. The forces and 
moments exhibit characteristic phase relationship with water elevation. Towing 
affects only vertical forces in the speed range of 0 to 1 m/s. The effect of towing and 
surface waves on vertical forces is roughly additive. Within the low speed range of 
towing evaluated, the effects of surface waves dominate those of towing. The presence 
of the hydrofoil and intermediate depth waves bring in some additional effects which 
are not well understood. In intermediate depth waves, a small plain cylinder may 
encounter a resonance with traveling waves which can be averted by attaching a pair 
of small wings to dampen pitching moment and make it speed invariant, although at 
a cost of increased vertical forces. 

1 Introduction 

This work forms a part of the complicated hydrodynamics of 
small cylinders maneuvering in disturbed shallow waters. In such 
places, the wavelength of surface waves changes with the depth of 
water. The cylinder length (L) in the present work is roughly of the 
order of the wave length (A) of the traveling waves or less (1 < 
A/L < 10). Thus, a dynamic interaction can be expected—an 
expectation that has been met. Recent advances in understanding 
of forces and moments on submerged spheres can be found in Lee 
and Newman (1991), where (A/D), D being the sphere diameter, 
was found to be the relevant variable. In the following, first, the 
bio-aquatic origin of the present work is traced. A biologically-
inspired model is built and then dynamic measurements of phase-
matched forces and moments are carried out. 

At NUWC, the hydrodynamics and control theory of 
biologically-inspired control surfaces applied to small underwater 
bodies are being explored (in Part 2 of this paper, and Bandyo
padhyay et al., 1997a; Singh and Bandyopadhyay, 1997). The 
following is a fundamental result from the control studies. Man 
made vehicles like aircraft have a moment based control, while 
biologically based maneuvering of engineering bodies is force 
based. One consequence perhaps of the latter is the faster under
water response allowing a greater agility. This opens the door to 
closed-loop control via dynamic control surfaces and subsequently 
a precision maneuvering. This part of the present paper provides a 
dynamic data base that has been used in Part 2 and by Singh and 
Bandyopadhyay (1997) to develop a feedback control theory for 
biologically-inspired maneuvering of a small body along a prede
termined trajectory under traveling waves. This approach of bio
logically based engineering hydrodynamics has some potential in 
improving our ability to maneuver small underwater bodies. 

The following aspects of the present work are also worth noting: 
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the examination of the relevant biological concepts in the engi
neering context; the presentation of modern dynamic measure
ments of forces and moments that are phase matched to the wave 
elevation; measurements for winged bodies where the wings are 
underneath the cylinder; and measurements where the body is 
small, that is, its length is of the order of the wavelength of the 
traveling waves or smaller (not larger). 

1.1 Role of Wings in Maneuvering. Several species of fast 
yet agile fish (Fig. 1) have large pectoral fins. They do not have a 
gas bladder and retract these fins to control lift force. A modeling 
was carried out to determine the effectiveness of these pectoral fins 
in low speed maneuvering in an engineering context. 

The computational modeling of cruise and turn was carried out 
on the cylinder shown in Fig. 2. Three simplified configurations 
are compared: a reference cylinder of diameter D( = 76 mm) and 
two others where pairs of wings are attached that are D X D and 
2D X 2D in size. All three cylinders are provided with a pair of 
D/3 X D/2 tail planes for statjility. Note that, as in the fish in Fig. 
1, the wings are of the order of the cylinder diameter. An in-house 
hydrodynamic model was used to compute the results shown in 
Figs. 3 to 6. The model is based on the law of motion where a large 
number of force and moment coefficients are included to account 
for the hydrodynamic effects. These coefficients are based on a 
large volume of experimental data and the limitation is that ma
neuvering performance is being computed based on steady state 
conditions. However, the breakdown of the coefficients is very 
detailed, and the following effects are accounted for: viscous and 
pressure drag on cylinders and wings, effects of induced drag, 
wing-cylinder juncture drag, effects of angles of attack and Reyn
olds number. The bodies are buoyant by -1-20%, -1-10%, 0%, 
-10% and -20% heavier than the displaced water, and the results 
for the -1-20% heavier case is shown here. The uncertainties are 
difficult to compute accurately, however, it is 10% or less of the 
differences observed in the three configurations. Put differently, 
because the uncertainty in the absolute values of the results com
puted is the same in the three configurations, the large differences 
between them can be attributed to the effects of the wings. 
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Fig. 1 Photograph of a euthynnid (Magnuson, 1978). The pectoral fins 
are swept back to change planform area and lift. 

Figures 3 and 4 are for cruise condition and Figs. 5 and 6 are for 
turning. The angle of attack is the angle between the cylinder axis 
and the freestream direction in the vertical plane. A generic wing 
section with a section lift coefficient rate of 0.105 (C, per degree) 
is used. The effect of wing aspect ratio is included. The body angle 
of attack is determined by balancing iteratively the vertical forces 
during cruise at each speed. In the turn rate calculations, the cruise 
results are used as the starting point. In Fig, 6, the turn radius for 
the 2D X 2D case has first been assumed (a tight turn has been 
chosen from experience). In this first known turn case, in addition 
to the vertical force, a force balance in the horizontal plane, which 
is considered to be decoupled from the vertical plane, is carried 
out. The hydrodynamic forces are balanced against the force 
required to accelerate the vehicle toward the center of the turn. The 
turn radius for the remaining two cases is then computed. The wing 
contributes to the turn by means of a bank of the vehicle. A typical 
bank angle of 15 degree is used in the analysis. 

Figure 3 shows that the winged cylinders require a lower angle 
of attack as to be expected. Figure 4 shows that the drag of the 
winged bodies is higher, but only slightly. Interestingly, at very 
low speeds, the winged bodies display a cross-over in their drag 
characteristic. Figure 5 shows the increase in the side force during 
turn. Clearly, the wings help produce a considerable amount of 
side force which assists turning. Finally, Fig, 6 shows the variation 
of r/L, which is a ratio of the turning radius to the vehicle length, 
in the three cases. Obviously, the winged bodies can make lower 
radii turns. These results give an indication that attaching a pair of 
wings that are of the order of the cylinder diameter, improves the 
low speed maneuverability. This result will now be used to build 
a model of an "agile cylinder." 

1.2 Interaction of Traveling Waves and Submerged Cylin
ders. The present interest is in the dynamics of small cylinders 
approaching shallow waters from deep waters. The flow fields, in 
both cases of traveling sinusoidal surface waves on deep and finite 
waters, are given by classical linear theories (Lighthill, 1978, pp. 
208-220 and Newman, 1978, p. 240). The present work is con-

1 m 

D s 0.0762 m 

Fig. 2 Dimensions of a reference plain cylinder and two sets of wings 
used to model the maneuvering ability of winged bodies. The tail wings 
are always retained for stability. The dimensions are similar to the tow 
tanl( model described later. 

f U 

30 

'5) 

10 

0 

• 
• No wing 

O DxDWing 

D 2D X 2D Wing 

0 2 4 6 8 1 0 1 2 
U (m/s) 

Fig. 3 Reduction of required angles of attacit in winged bodies 

cerned with loads and moments on various bodies due to these 
flow fields. Attention will be paid here to when the water waves are 
not deep and the cylinder has attachments. 

The present flow problem is shown schematically in Fig, 7. 
From classical linear theory, it is known that the velocity vectors 
always oscillate in quadrature. The forces on a body due to these 
velocity components are shown schematically in Fig. 7. The finite 
depth of water distorts the velocity field compared to that due to 
deep water waves. In the experimental result presented below, the 
forces acting on submerged bodies due to surface water waves are 
presented in the framework of the classical linear theory. Also 
examined will be, how the ampUtude and phase relationships may 
change in intermediate depth waves when additional lifting sur
faces are present. There may also be differences in the wave 
interaction behavior of spheroids and cylindrical bodies. 

It was shown earlier, that the attachment of a pair of small wings 
improves the low speed maneuvering capability: turn radius de
creases, the vehicle can operate at lower speeds, time response to 
maneuvering commands improves, vehicle angle of attack drops 
and even drag could drop below certain speeds. Offsetting such a 
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Fig. 4 Drag of winged bodies 

470 / Vol. 121, JUNE 1999 Transactions of the ASI\/IE 

Downloaded 03 Jun 2010 to 171.66.16.147. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



300 

200 

0) 
o 
o 
u. 
V 
•a 
to 100 • 

a 2D X 2D Wing 

O DxDWIng 

• No Wing 

L . . « . 

Wave 
Propagation 

2 4 6 8 10 12 

U (m/s) 

Fig. 5 Side force in winged bodies 

wing could allow a very small vehicle to operate both underwater 
and on-surface (reduced wave drag). Such a model is shown in Fig. 
8 (Bandyopadhyay, 1997). The present model is instrumented with 
a 6-component balance and wall-pressure taps. The forces and 
moments acting on this model submerged just under traveling 
(approximately) sinusoidal waves have been compared with those 
on a plain cylinder. The measurements are presented below. 

2 Details of Model and Experiments 
Figure 7 shows that the cylinder diameter D was taken as the 

scale of the vertical spacings in the present experiment. Two 
models were tested: a reference plain cylinder and another with an 
offset hydrofoil as depicted in Figs, 8 and 9. Figure 8 shows the 
complete model. The model also shows a dual flapping foil device 
at the tail cone. However, the results reported here are for the 
hydrofoil-cylinder assembly only that did not have the flapping foil 
device. Figure 9 shows a closeup of the offset hydrofoil-cylinder 
combination. The hydrofoil cross-section was a NACA0012 pro
file. The symmetric hydrofoil was mounted at an angle of -1-3 
degrees to the cylinder. The cylinder-hydrofoil combination was 
made of resin and built as a single piece by a Stereo Lithography 
Apparatus. The hydrofoil and the cylinder contained surface pres
sure taps for measuring the distributions of pressure on the ap-

u 

No Wing ||DxP Wlng| 2Dx2D Wing 

/ " /—"> / ~ / — 7 ^ 

* Time 

Fig. 6 Compared to tlieir body lengths, winged cylinders mal<e a shorter 
radii turn 

Fig. 7 Schematic of a surface wave propagating right to left over a 
submerged body. The velocity field and elliptic particle motion due to 
finite depth of water and the time signature of horizontal (F^) and vertical 
(Fz) forces acting on the body are shown. 

pendages. The cylinder diameter was 7.62 cm and consisted of an 
elliptic nose with an 8 cm long semi-axis, a constant diameter 
length of 65.3 cm and a conical tail of 15.7 cm length. The net 
model length was 89 cm. The half span of the hydrofoil was 11.43 
cm and the chord varied from a maximum of 5 cm along the center 
line to a minimum of 1.1 cm at the tip. The hydrofoil was offset in 
the middle using a pylon of chord 5 cm. The leading edge of the 
pylon was located 34.2 cm from the nose. The pylon cross-section 
had a NACA0015 profile. A 2 mm long 1 mm deep rubber band 
was positioned at the junction of the elliptic nose and the cylinder 
to trip the boundary layer. The model is mostly hollow and is 
flooded with water. It is sting mounted from the carriage. The force 
balance, which is described below, is mounted at the strut location 
in the recess shown in Fig. 9. The forces are expressed in a 
Cartesian coordinate system (Fig. 7): F^ represents horizontal 
forces, Fj represents vertical forces and Ty represents pitching 
moment. The signs of the forces and moments can be clarified as 
follows; ~Fx indicates a backward movement of the model, —F^ 
indicates a downward movement of the model and - T, indicates 
that the nose is experiencing a downward moment. 

A six component force/torque sensor system (Model Mini 
FT3487, Assurance Technologies, Inc.) was used to measure the 
dynamic horizontal and vertical forces and pitching moments. The 
sensing range was ±80 N in the horizontal direction (F,), ±240 
N in the z-direction (F,) and the torque Ty range was ±4 N-m. The 
resolution was 0.08 N in F„ 0.24 N in F, and 2.0 N-mm in T,. The 
transducer is a monolithic structure which decreases hysteresis and 
increases strength and repeatability. A controller was used to 
convert the semiconductor strain gage data from the transducer to 
Cartesian force/torque components. 

The measurements were carried out in the wave/towing tank at 
the Ocean Engineering Department of the University of Rhode 
Island at the Narragansett Bay Campus. The tank is equipped with 
a towing carriage and wave maker/wave absorber devices. A more 
detailed description of the wave quality and the wave absorption 
devices can be found in Mahoney (1996). The tank is 30 m long, 
3.60 m wide and 1.80 m deep, with water depth upto about 1.5 m. 
Video photography of the model under traveling waves was car
ried out through a 2 m long and 1 m high side observation window 
located at the mid length of the tank. The maximum tow speed is 
1.5 m/s. A hydraulically activated and computer controlled flap 
type hinged wavemaker paddle is located at one extremity of the 
tank. Regular waves with period T = 0.5 to 3 s and height b = Q 
to 30 cm can be generated as well as irregular waves with random 
parameters within the same characteristics. A Macintosh Il/Ci 
computer drives the wavemaker hydraulic piston. An arbitrary 
time series of piston strokes can be specified to produce required 
incident waves. The wave absorber, located at the tank extremity 
opposite to the wave maker, is made of three vertical plates with 
decreasing porosity whose spacing can be varied as a function of 
wave characteristics. The spacing was 64 cm between the first two 
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Fig. 8 Photograph of the cylinder-hydrofoil assembly 

porous plates facing the waves, 80 cm between the next two plates 
and 80 cm between the third plate and back wall of the tank. The 
plate spacing were thus of the order of the length of the water 
waves. Absorption of wave energy of more than 95% can be 
achieved for T = 0.5 — 2 s, in optimal cases. The carriage can be 
rolled to any location and can be used for observation or for 
installing equipment above the water, and an overhead fixed bridge 
is located at mid length of the tank. Capacitance type wave gages 
are used for measurement of wave height with time. Determined 
visually, the results reported here pertain to non-breaking waves. 
Breaking of waves is a mechanism for dissipating some of the 
energy of wave resistance. We are thus operating in a flow regime 
where drag on the towed bodies is lower by a factor that is perhaps 
as large as three compared to that when waves are breaking due to 
towing (Duncan 1983). Furthermore, as we will see later, forces 
due to towing are less than those due to waves. The wave gage was 
positioned 1 m away from the force balance in the spanwise 
direction where the normal water elevation of the traveling waves 
did not appear to be disturbed by the presence of the models. 

The water waves were two-dimensional and they traveled along 
the axis of the model (Fig. 7). The time period of waves T varied 
between 0.8-2.3 s (Fig. 10). The towing speed of the model varied 
between 0-1.23 m/s. The wave height was mostly ±4 cm, and in 
certain runs it was ±3 cm or ±5 cm (The results do not appear to 
strongly depend on wave height in this range probably because 
variation, if any, is within the uncertainty of wave heights). The 
top surface of the cylinder was 7.8 cm (=£)) below the flat surface 
of the water and 1.155 m above the tank floor. It was observed that 
the model always remained under water in the present experi
ments. Analog signals representing water elevation, F^, F^ and T,, 
were digitized at 100 Hz and stored for later analysis. The signals 
were low pass filtered at 20 Hz. Three coefficients are defined as 
follows: 
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Fig. 9 Perspective view of the offset hydrofoil-cylinder part of the model Fig. 10 Present experiment in the perspective of deep water and long 
shown in Fig. 8 waves. Depth of water = 1.155 m. 
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'^'' pgbA,A 
(3) 

where, Cp is coefficient of horizontal force, C/̂  is coefficient of 
vertical force, Cry is coefficient of pitching moment, p is fluid 
density, g is acceleration due to gravity, b is peak-to-trough wave 
height, Ap is planform area. A/ is frontal area and A is the offset of 
the hydrofoil leading edge from the model axis (= 11.43 cm for the 
hydrofoil-cylinder model and D/2 for the plain cylinder). In case 
of the hydrofoil-cylinder model, it is unclear whether A,, should be 
calculated by treating the cylinder and the hydrofoil separately. 
Here A,, is taken equal to the net projected planform, that is, the 
overlapping area is not considered twice. 

3 Results and Discussion 
The flow regime of the present experiment can be set in the 

perspective of deep water (depth of water h > \) and long waves 
(wavelength A is a large multiple of depth h). For sinusoidal waves 
on water of uniform depth, the wave length is given by (Lighthill, 
1978): 

C-(¥) 
For deep water, this reduces to: 

A = 

For long wave: 

\ = T^ 

(4) 

(5) 

(6) 

In the present experiment, A = 1.155m. The variation of wave 
length of the water waves in the present experiment for constant h 
was calculated using Eqns. (4-6) and the results are shown in Fig. 
10. The experiment covers a transitional range where departure 
from one of the limiting relationships (Eq. (5)) attributable to h can 
be studied. Note the departure of the deep water relation from the 
present experiment at T ~ 1.5 s. The results presented later are 
explained with reference to this time period. 

The results of wave loading on the plain cylinder and the 
hydrofoil-cylinder models are presented separately for static and 
towed models. In the figures below, e is water elevation in the 
middle of the model where the load cell is located, with respect to 
a calm surface. Note that e is measured at a spanwise location off 
the model. 

Fig. 11(a) 
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Fig. 11 Phase relationships with water elevation (broicen line) of: (a) 
coefficient of vertical force, (b) coefficient of horizontal force, and (c) 
coefficient of pitching moment (solid lines). Static hydrofoil-cylinder 
model under deep water waves of period 1.08 s (A/L = 2.1, A/D = 25). 

3.1 Static Hydrofoil-Cylinder Model. The periodic vari
ation of the vertical and horizontal forces and pitching moment 
experienced by the hydrofoil-cylinder model is shown in Fig. 
11. These results are for a time period of 1.08 s (A/L = 2.1, 
A/D = 25). With respect to water elevation, the vertical force 
lags by 180 degrees, the horizontal (axial) force lags by 90 
degrees and pitching moment lags by 70-75 degrees. The 
horizontal and vertical forces are thus in quadrature as indeed 
the respective velocity components are as per classical linear 
theory of deep water waves. However, factoring in the areas A/ 
and A|, in Eqs. (1) and (2), the peak value of the vertical force 
produced by the hydrofoil-cylinder model turns out to be twice 
that of the horizontal forces. On the other hand, in the plain 
cylinder results presented below, the two peak amplitudes are 
equal as expected in the classical theory. An estimation sug
gests that the presence of an hydrofoil at an angle of attack has 
led to an increase in the positive and negative vertical forces in 
the hydrofoil-cylinder model. 

3.2 Static Plain Cylinder Model. The periodic variation 
of the vertical and axial forces and pitching moment experi

enced by the plain cylinder model is shown in Fig. 12. These 
results are for a time period of 0.98 s (A/L = 1 . 7 , A/D = 20), 
that is for deep water waves. With respect to the water eleva
tion, the vertical force lags by 180 degrees and the horizontal 
force lags by about 90 deg. The forces are in quadrature. The 
pitching moment is not monochromatic, so a phase lag can not 
be determined. Factoring in the areas A/ and A^ in Eqs. (6) and 
(7), the peak amplitudes of the horizontal and vertical forces, 
however are equal as the respective velocity amplitudes are 
predicted to be in the classical linear theory of deep water 
waves. Unlike that in the hydrofoil-cylinder case, the pitching 
moment is not sinusoidal; it is asymmetric and reaches larger 
nose-down than nose-up values. 

3.3 Effect of Towing on Hydrofoil-Cylinder Model. We 
now examine the combined effects of a moving body and traveling 
waves. The results for the hydrofoil-cylinder model are shown in 
Fig. 13. The recording covers segments of both towing and a static 
model. Towing increases the peak to trough levels of the vertical 
force by 20%, but it has little effect on the horizontal forces. 
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Fig. 12 Pliase relationsliips with water eievation (broiten line) of: (a) 
coefficient of vertical force, (b) coefficient of horizontal force, and (c) 
coefficient of pitching moment for a static cylinder (solid lines) under 
deep water waves of period 0.98 s {XJL = 1.7, A/D = 20). 

Towing increases the peak to trough levels of pitching moment by 
only 5%. The effect of towing is therefore primarily on vertical 
forces. 

3.4 Effect of Time Period of Waves on Hydrofoil-Cylinder. 
We now examine the effects of time period of waves. As shown 
in Fig. 10, this would allow us to understand the differences 
between the effects of deep water and intermediate depth 
waves. The two wave regimes in the hydrofoil-cylinder model 
case are compared in Figs. 11, 14, and 15. Increasing the time 
period from 1.08 to 1.4 s, or to 2.13 s (A/L = 2.1 to 3.4 to 
6.6; \/D = 25 to 40 to 77), has no effect on the phase 
relationship with water waves of vertical and horizontal forces. 

When time period jumps from 1.4 s to 2.13 s (A/L = 3.4 to 6.6; 
A/D = 40 to 77), the phase lag of the pitching moment drops 
roughly to 50 degrees. This reduction in phase lag in pitching 
moment, apparently when time period 'jumps' roughly above 
2 s (A/L = 6.1, \/D = 71), is observed in the plain cylinder 
case as well, but much more vividly (see Fig. 10 for the 
significance of T). 

3.5 Effect of Time Period of Waves on tlie Static Plain 
Cylinder. The effects of time period of waves on the plain 
cylinder model are shown in Fig. 16. Only the effect on pitching 
moment is shown. When time period of waves jumps from 1.3 s 
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Fig. 13 Phase relationships with water elevation (brol<en line) of (a) 
coefficient of vertical force, (b) coefficient of horizontal force and, (c) 
coefficient of pitching moment for a hydrofoil-cylinder model (solid 
lines) towed at 1 m/s under deep water waves of period 1.08 s (A/L = 2.1, 
A/D = 25). 
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Fig. 14 Phase relationships with water elevation of (a) coefficient of 
vertical forces, {b) coefficient of horizontal forces, and (c) coefficient of 
pitching moment for a static hydrofoil-cylinder model under Intermediate 
depth surface waves of period 1.4 s (A/L = 3.4, AID = 40). Brol<en line: 
water elevation; solid line: forces (a and b) or moment (c). 

to 1.7 s (A/L = 2.9 to 5, A/D = 34 to 58), pitching mo
ment responds in phase with water elevation. Pitching mo
ment then becomes sinusoidal. As time period increases from 
1.7 s to 2.2 s (A/L = 5 to 7, X/D = 58 to 82), the peak to trough 
levels of pitching moment drops by half. Thus, in intermedi
ate depth waves (Fig. 16(d) and (e)), in the plain cylinder case, 
we see a stronger effect on the behavior of pitching moment 
than that in the hydrofoil cylinder case (Fig. 15(c)). The phase 
match of pitching moment in intermediate depth waves opens 
the possibility for a resonance and instability of a small vehicle 
that is like a plain cylinder. Interestingly, the hydrofoil has a 
beneficial effect on motion because it prevents such a phase 
matching. 

3.6 Resolved Effects of Waves and Towing. We now at
tempt to breakdown the effects of the traveling waves and towing 
the model. The dependence of the peak values of the forces and 
moments on tow speed is shown in Fig. 17 for the hydrofoil-
cylinder model and in Fig. 18 for the plain cylinder model. Figure 
17 shows that, in the hydrofoil-cylinder model, the pitching mo
ment and horizontal forces are practically independent of speed in 
the range of the present experiments. 

The dependence of the peak vertical force on speed is shown 
in Figs. n(b) and 18, for the hydrofoil-cylinder and the plain 
cylinder, respectively. The uncertainty in the coefficient of 
vertical force is about ±0.00001. Three breakdowns are shown 
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Fig. 15 Phase relationships with water elevation (brolcen line) of: (a) 
coefficient of lift, (b) coefficient of horizontal force, and (c) coefficient of 
pitching moment for a static hydrofoil model (solid line) under interme
diate depth surface waves of period 2.13 s (A/L = 6.6, A/D = 77). 
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in the figures. The combined effects of towing and traveling 
waves vary in the same manner, namely roughly as ^Vf/, in 
both models. The effect of waves on the static models is roughly 
of the same order in both models, (Note that, the value of Ap is 
lower in the plain cylinder case. Also note that the filled circle 
data are from runs after towing was stopped from speeds 
indicated.) The component of vertical force due to towing alone 
was obtained by differencing that due to towing under waves 
and the values for waves on the static models. It is interesting 
that lift forces due to wave actions alone (no towing) is non
zero, particularly in the plain cylinder case. The mechanism for 
producing lift forces both during towing alone or wave actions 
alone, is irrotational. At very low speeds, the lift forces due to 
towing alone are higher in the hydrofoil-cylinder case. The least 
square fit power law exponent varies between 1.68 and 2.67 in 
the hydrofoil-cylinder and the plain cylinder models, respec
tively. (The correlation of fit, which is the worst in the former. 

0.00001 

0.00002 

Fig. 16 Phase relationship between the coefficient of pitching mo
ment (solid line) and water elevation (broi(en line) for a static plain 
cylinder. Time period of waves, A/L and A/D, respectively are: (a) 0.8 s, 
1.1,13; (to) 0.97 s, 1.7, 20; (c) 1.3 s, 2.9, 34; (d) 1.77 s, 5, 58; and (e) 2.2 s, 
7,82. 

is 0.91.) These are roughly in the range of an exponent of 2.0 
that follows from irrotational lifting line theory—via conformal 
transformation, or on dimensional ground (p. 443, Batchelor, 
1967). In both the hydrofoil-cylinder and the plain cylinder 
models, because we are, more or less, recovering the exponent 
of 2.0, it can be concluded that vertical forces due to towing and 
waves are generally additive. 

3.7 Discussion In a static cylinder, (Fig. 16), for A/L ^ 1, 
CT, shows a positive spike—a nose-up pitching moment. Note 
that the wave elevation is being measured at the middle of the 
model where the load cell is located. The positive spike in 
moment occurs when the front half of the model is under a low 
elevation of water while the back half is below a higher eleva
tion of water. The resulting distribution of F^ over the cylinder 
produces a torque. The moment is spikey during the negative 
excursion also, although not in a symmetric manner. The mo
ment signature is asymmetric when the relationship A/L > 1 is 
not followed. At high values of A/L, the distribution of F^ 
follows the phase of e. Thus, in a static plain cylinder, the 
variation of Cry with T can be explained by whether A/L ==« 1, 
or A/L > 1. On the other hand, the hydrofoil adds to pitch and 
heave damping, whereby the spikes in moment are absent and 
the distribution is sinusoidal. This damping also explains why 
the maximum and minimum values of Cry are independent of 
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Fig. 17(a) Variation of the absolute values of the maximum or minimum 
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towing speed 
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Fig. 17(b) Brealcdown of vertical forces on the cylinder due to traveling 
waves and towing. Time period of waves: 1.08 s (XJL = 2.1, \JD = 25). 

speed while F^ is not (Fig. 17(a) and (b)). Unlike that in a 
sphere, instead of A/D, the relevant parameter in the present 
work is A/L. 

The vertical force is increased when the hydrofoil is attached. 
The effect of towing is also primarily on F^. They are so because 
the hydrofoil is attached at an angle of attack of +3 deg. 

4 Conclusions 

Certain species of large fish are known to use their pectoral fins 
for lift control. Inspired by this, a coefficient based modeling has 
been carried out on small winged cylinders turning at low speeds. 
The wing dimensions are of the order of the cylinder diameter. It 
is demonstrated that winged cylinders can conduct a lower radius 
turn compared to a plain cylinder. This result is used to build a tow 
tank model of a winged cylinder and dynamic measurements have 
been conducted on it. 

We have carried out measurements to determine the forces and 
moments imposed by traveling surface waves on submerged bod
ies in the range 1 < A/L < 10. The bodies considered are a 
hydrofoil-cylinder model and a plain cylinder. The effects of both 
deep water and intermediate depth waves are examined. The 
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Fig. 18 Breakdown of vertical forces on the plain cylinder due to traveling 
waves and towing. Time period of waves: 1.08 s (VI. = 2.1, A/D = 25). 

contributions due to waves and towing are compared. The results 
are presented in the framework of classical linear theory of deep 
water waves. 

The quadrature phase relationship between vertical and horizon
tal forces, as the corresponding velocity components follow from 
the classical linear theory of deep water waves, is followed by both 
the plain cylinder and the hydrofoil-cylinder cases. In deep water 
waves, the amplitudes are equal in the plain cylinder case as 
predicted by the theory, but not in the hydrofoil case. In the latter, 
the vertical forces are about twice that of the horizontal forces. 

The change from deep water to intermediate depth waves has no 
effect on the phase relationship of the components of forces in the 
hydrofoil-cylinder model. In the range 1 < A/L < 10, the 
difference in the pitching moment behaviors between hydrofoil 
and plain cylinders in deep and intermediate depth waves, has been 
documented. The possibility opens up that, as a plain-cylinder 
vehicle approaches the shore from the regions of deep water, the 
vehicle pitching could strike a resonance with the waves, which 
could then trigger undesirable instabilities. However, if the cylin
der is fitted with a pair of wings (hydrofoils), this potential for 
resonance is averted. 

When wave effects are excluded, towing produces lift forces on 
both the plain cylinder and the winged-cylinder. The effects of 
waves and towing on vertical forces are roughly additive in both 
the hydrofoil and plain cylinder cases indicating the presence of 
decoupled mechanisms. Within the tow speed range tested, 0-1 
m/s, the peak vertical force due to towing alone varies as U^ and 
that due to both towing and waves varies as VZ7. 
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Biologically-Inspired Bodies 
Under Surface Waves—Part 2: 
Theoretical Control of 
Maneuvering 
The theoretical control of low-speed maneuvering of small underwater vehicles in the dive 
plane using dorsal and caudal fin-based control surfaces is considered. The two dorsal 
fins are long and are actually mounted in the horizontal plane. The caudal fin is also 
horizontal and is akin to the fluke of a whale. Dorsal-like fins mounted on a flow aligned 
vehicle produce a normal force when they are cambered. Using such a device, depth 
control can be accomplished. A flapping foil device mounted at the end of the tailcone of 
the vehicle produces vehicle motion that is somewhat similar to the motion produced by 
the caudal fins offish. The moment produced by the flapping foils is used here for pitch 
angle control. A continuous adaptive sliding mode control law is derived for depth control 
via the dorsal flns in the presence of surface waves. The flapping foils have periodic 
motion and they can produce only periodic forces. A discrete adaptive predictive control 
law is designed for varying the maximum tip excursion of the foils in each cycle for the 
pitch angle control and for the attenuation of disturbance caused by waves. Strouhal 
number of the foils is the key control variable. The derivation of control laws requires only 
imprecise knowledge of the hydrodynamic parameters and large uncertainty in system 
parameters is allowed. In the closed-loop system, depth trajectory tracking and pitch 
angle control are accomplished using caudal and dorsal fin-based control surfaces in the 
presence of system parameter uncertainty and surface waves. A control law for the 
trajectory control of depth and regulation of the pitch angle is also presented, which uses 
only the dorsal fins and simulation results are presented to show the controller perfor
mance. 

Introduction 

Biologically inspired maneuvering of man-made under water 
vehicles has the potential of being agile and quiet. The dorsal and 
caudal fins give a fish a remarkable ability for swift and complex 
maneuvers (Wu et al., 1975 and Azuma, 1992). Here, we examine 
their potential for maneuvering small agile vehicles at low speeds. 
Studies have been carried out on fish morphology, locomotion, and 
the application of biologically-inspired control surfaces to rigid 
cylindrical bodies (Bandyopadhyay, 1996; Bandyopadhyay and 
Donnelly, 1997; Bandyopadhyay et al, 1997 and Part 1 of this 
paper). Related research to produce propulsive and lifting forces 
using flapping foil devices has been conducted by several authors 
(Chopra, 1977; Bainbridge, 1963; Gopalkrishnan et al, 1994; 
Triantafyllou et al, 1993; Hall and Hall, 1996; Triantafyllou et al., 
1991). However, as yet, control systems synthesis using caudal and 
dorsal fins has not been accomplished. 

The contribution of the present research lies in the design of 
control systems for low-speed maneuvering of small undersea 
vehicles using dorsal- and caudal-like fins (Fig. 1). A hydrody
namic control scheme is developed so that the vehicle tracks a 
precise depth versus time trajectory. It is assumed that the hydro-
dynamic parameters of the vehicle are imprecisely known and 
surface wave-induced forces are constantly acting on the vehicle. 
Although the design approach can be extended to yaw control, in 
this study, only control in the dive plane is considered. Using the 
dorsal fin, a normal force is produced for depth control and 
flapping foils produce pitching moment for pitch angle regulation. 

Contributed by the Fluids Engineering Divi.sion for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
November 3, 1997; revised manuscript received December 4, 1998. Associate 
Technical Editor: M. Triantafyllou. 

For simplicity, it is assumed that the vehicle is equipped with a 
control mechanism that causes the vehicle to move forward with a 
uniform velocity. For the depth trajectory control, an adaptive 
sliding mode control law (Slotine and Li, 1991; Utkin, 1978; and 
Narendra and Annaswamy, 1989) is designed for the continuous 
cambering of the dorsal flns in the presence of seawaves. The 
sliding mode control law is nonlinear and discontinuous in the 
state space and has an excellent insensitivity property with respect 
to disturbances and parameter variations. 

The hydrodynamics of flapping foils is rather complex. Al
though design based on the continuous control of the angular 
velocity of the caudal fins is more efficient, forces and moments 
produced by the caudal-like fins as functions of angular position 
and velocity are not well-understood. This study is limited to a 
periodic (sinusoidal) actuation of caudal fins. It is assumed that the 
foils have identical periods of oscillation that do not necessarily 
coincide with the period of the seawave. The amplitude and phase 
of force and moment acting on the vehicle caused by the disturbing 
wave are assumed to be unknown. Assuming that the vehicle pitch 
angle deviation is small, a linear discrete adaptive predictive 
control system (Goodwin and Sin 1984) is designed for the pitch 
angle control. The maximum travel of the tips of the foils is 
adjusted periodically at the completion of the cycle. Interestingly, 
for the design of the pitch controller, it is seen that Strouhal 
numbers, which characterize the moment produced by the foils 
(caudal fins), are key control variables. In the closed-loop system 
using the dorsal and caudal fin controllers, depth control and pitch 
angle regulation in the dive plane are accomplished. Furthermore, 
a control system is designed for the control of depth and regulation 
of pitch angle using only dorsal fins and simulation results are 
presented. 
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WAVE PROPAGATION 

CIRCULAR TO FUT 
TRANSITION 

Where: 

X, - Z| = Inertial Coordinate System (Origin at tiie Calm Surface). 
X'l - Z, = Translation of Inertial Frame (Origin at Geometrical Center). 

XB- ZB = Body Fixed Coordinate System. 

(Note that the long dorsal fins are actually mounted in the horizontal 
plane. The caudal fins are also mounted in the horizontal plane and 
are akin to flukes in whales.) 

Fig, 1 Schematic of the maneuvering devices (Dorsal and Caudal Fins) 
and axisymmetric cylinder. Dorsal fin is shown uncambered. 

Mathematical Model of Dive Plane Motion 
Consider the vehicle motion in the dive (vertical) plane (Fig. 1). 

The heave and pitch equations of motion are described by coupled 
nonlinear differential equations. In a moving coordinate frame 
fixed at the vehicle's geometrical center, the dimensionless equa
tions of motion for a neutrally buoyant vehicle are given by 

Papoulias and Papadimitriou (1995); Healy and Lienard (1993); 
and Smith et al. (1978) 

w(w - uq - Zaq^ - Xaq) = Zi,q + z.̂ w + z„q + z^w 

Co h{x){w - xq)\w - xq\dx + zgS +/, , +/,,, 

lyq + mzoiu + wq) ~ mXo(w — uq) = M îj + M,^w + M^q 

+ M„w + CD xb{x)(w — xq)\w — xqldx 

^W cos 0 - ZciiW sin d + m„ + m,,, (1) 

where 6 = q, z = - M sin 6 + w cos 6 + if, Xas - Xo - Xj,, 
Zan = Zo - Zs, S is the camber of the dorsal fins, m,, = m î + 
mp2, rripi is the moment produced by the jth foil, /^ is the net 
normal force produced by the flapping foils, if is the velocity of the 
fluid, and m,, and/,, are the force and moment acting on the vehicle 
caused by the surface wave. (Camber is the maximum cross-stream 
deflection of the dorsal fin). Here it is assumed that the forward 
speed is held steady (M = [/) by a control mechanism. These 
nondimensionalized equations of motion (Eq. (1)) are obtained by 
dividing the original force and moment equations by {pL^V^ and 
{pL^V^ where L and V = t/ are the reference values for length 
and velocity, and the time is scaled by {UIL). Thus z^^f,,, and m„ 
are the hydrodynamic coefficients of the vertical force and the 
pitching moment from the control fins. 

In Part 1, Bandyopadhyay et al. (1998) have experimentally 
measured the forces and moments acting on winged bodies sub
merged in proximity of surface waves. The disturbance force and 
moment caused by surface waves are periodic, which can be 

Nomenclature 

A,, A2 = maximum cross-
stream travel of a 
flap tip 

Ap, £>|, Ac, Be, D, = system matrices 
a,, bii — system parameters 

u = U, w = vehicle's forward 
and normal veloc
ity 

q = pitch rate 
Q = pitch angle 
z = depth 
S = camber 

Z,,, Z,i,, Z,, Z,„ Zj = coefficients used in 
representing nor
mal force 

M^, My,, M,, M„ = coefficients used in 
representing mo
ment 

Xg, ZB = coordinates of CB 
Xg, Zg = coordinates of CG 

C,i = coefficient used in 
crossflow integra
tion 

m, W = mass, weight of 
vehicle 

'Wpi, >ni,2, nip = moments produced 
by caudal fins 

m,,, fj = moment and force 
due to surface 
wave 

/„ = moment of inertia 

0)f, W„ 

F,„, F,j, Mi„, My 

J / I , J /S 

[/, = {b,f„m,.Y 
^ = (Z, w, q, dV 

yo = z 

yr 

L, Oir 

z* 
s 

e = (yo - y.) 

A 

a, Aa 

Fdi, Fj2 

= frequencies of os
cillation of foils 
and of surface 
wave 

= phase angles 
= flapping foil force 

and moment terms 
= Strouhal numbers 

of foils 
= control vector 
= state vector 
= output variable to 

be controlled 
= reference depth 

trajectory 
= command genera

tor parameters 
= target depth 
= switching surface 
= depth tracking er

ror 
= switching surface 

parameter 
= known and uncer

tain functions 
= amplitudes of sinu

soidal force com
ponents due to sur
face wave 

LJ I , / j 2 » ^ ? 

Fdi, f'di, V = estimates of parame
ters in control law 

= weighting parameters 
in the Lyapunov func
tion 

= Lyapunov function 
= gain, feedback param

eter used in sliding 
mode control law 

= tracking error 
= equilibrium values 
= period 

= advance operator 
= elements used in 

discrete-time represen
tation of dynamics 

6 = pitch angle error 
J = performance index 

V, ji = polynomials used for 
predicting pitch angle 

Vi, j3, = coefficients of polyno
mials 

V, ̂  = estimated polynomials 
v„ j3, = estimates of v,, p, 

t//, 4'{k) = regressor vectors 
/?„ = parameter vector 

R 

u -
, q*. 
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v„ 
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T 

q.. 
Bf. 

480 / Vol. 121, JUNE 1999 Transactions of the ASME 

Downloaded 03 Jun 2010 to 171.66.16.147. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



5-(e,q,!,»/)' 

where 

Z * -• 

d 
e* = 

St2 = 

A. A^ 

Target Depth, 
Pitch Angle, 
Equilibrium Pitch Angle, 
Strouhai Numbers of Foils, 
Maximum Travel of Foils, 

S = Camber of Dorsal Fins. 
Fig. 2 Closed-loop system (including the Caudal and Dorsal Fin Con
trollers) 

expressed by a Fourier series. For simplicity in presentation, 
consider that/j and m^ are well approximated by their fundamental 
components and are given by 

f„ = Fj cos {(oj + a„) 

'Wrf — f^d COS {(t)j + a„), (2) 

where &)„ is the fundamental frequency of the surface wave, F,, and 
M,, are amplitudes, and a„ and d„ are the phase angles. 

The dorsal fin produces a normal force (zsS) proportional to the 
camber S of the fins and can be continuously varied for the purpose 
of control. The forces and moments produced by the flapping foils 
(caudal fins) are quite complex and depend on motion pattern 
(clapping and waving) as well as on the frequency of oscillation, 
maximum flapping angles, axis about which foils oscillate, and the 
speed U. The motions of the foil pair in the tail are called clapping 
and waving, because of the patterns they mimic; in the former, the 
flaps are out of phase while they are in phase in the latter. The 
choice of flapping parameters and the mode of oscillation can 
produce a variety of control forces and moments. Based on the 
experimental results and analysis, it had been shown by Bandyo
padhyay and coworkers (Bandyopadhyay, 1996; Bandyopadhyay 
and Donnelly, 1997; and Bandyopadhyay et al., 1997) that flapping 
foils produce periodic forces whose period is equal to the period of 
flapping. Therefore, their periodic forces can be expressed by a 
Fourier series, but are dominated by their fundamental compo
nents. Although the approach of this study can be generalized, for 
simplicity, it is assumed that the flapping foils produce forces and 
moments of the form 

/,, = F,o(5,i, W/) + ^20(5,2, wy) + F,,(5„, oif) cos (w/ + a{) 

+ F,2(S,2, Wy) COS (oDjt + aj) 

m^ = M,o(5„, (Of) + M2o(S,2, o}f) + M,i(5„, w/) cos (&)/ + a,) 

+ M|2(f,2, W/) cos ((Oft + aa). (3) 

where S,, is the Strouhai number defined as 

U 

and is a dimensionless angular frequency parameter, (Of = 2 77/is 
the frequency of oscillation (rad/s), and A, is the maximum cross-
stream travel of the flap tip. It is important to note that the Strouhai 
number of each foil is a key control variable that can be altered by 
the choice of frequency and the tip travel A, independently, and, 
thus, one can control the contribution of each foil in force gener
ation for the purpose of control. 

For the purpose of control, it is assumed that the two foils are 
controlled independently and oscillate with the same frequency co/, 
but the maximum travel of each tip A, is varied at the interval of 
r,„ the time period of oscillation of foils. A continuous change of 
A, and A2 is not allowed here since the intention is to develop a 
periodic force by flapping, although such an imposed mode of 
oscillation does create a complex control design problem. Note 
that we are trying to imitate biolocomotion for slow speed maneu
vers. 

The problem of interest here is to design a control system for the 
independent control of depth (z) using dorsal fins and stabilize the 
pitch angle dynamics using flapping foils. This decomposition of 
the dive plane control problem simplifies the controller design. An 
adaptive sliding mode control system is designed for large mag
nitude depth (z), and a discrete adaptive predictive controller is 
designed for pitch angle regulation separately based on the de
coupled rotational dynamics of the pitch angle of the vehicle. A 
judicious choice of controller design is essential since the dorsal 
fins are continuously cambered and the parameters of oscillations 
of the foils can be altered only at the completion of the cycle of 
flapping at discrete, but uniformly distributed, instants of time. 

The system (Eq. (1)) can be written in a vector form as 

^ \ -U sin 8 + w cos 6 + 
^ " •• — " ^j 

a,w + Oj? + a2(xan cos 6 + Zaii sin 0) + a^iw, q) + d, 
OsW + a^q + a^(xcB cos 6 + zaa sin B) + Ugiw, q) + dj 

0 0 0 
S 2 I ^ 2 2 ^2: 

B 3 I ^ 3 2 S 3 ; 

0 0 0 

x = Ax + g{x) + BU, + Dd 

(5) 

(6) 

where x = {z, w, q, QY E. R'^ h the state vector {T denotes 
transposition), f/̂  = (5,/ , , , m,,)'̂  is the control vector, d = {if, 
dx, diY, and D, a,. A, fl,y and B are obtained by comparing (6), 
(7), and (8). The function g{x) is the nonlinear function in (5), and 
A and D are constant matrices. 

Dorsal Fin Control System 
In this section, a dorsal fin control system is designed for depth 

control. Since depth (z) control is of interest, an output controlled 
variable 

y„ = z (J) 
is associated with the system (Eq. (6)). Consider a reference 
trajectory, >v(0, generated by a second order command generator 

y, + 2 ,̂&),3), -f- (o]y, = wjz*. (8) 

J = 1, 2 (4) 

where z* is the target depth coordinate, ^, > 0, and (o, > 0. The 
parameters |,, and w,. are properly chosen to obtain the desired 
command trajectories. The objective is to steer the vehicle using 
the dorsal fins so that y„ = z{t) asymptomatically follows yXt). 
As y„ tends to y,(t), the vehicle attains the desired depth since y^ 
converges to z*. 

For the derivation of a controller, an adaptive sliding mode 
control technique (Slotin and Li, 1991; Utkin, 1978; and Narendra 
and Annaswamy, 1989) is used and the sliding surface is defined 
as 
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S = e + Ae, (9) and the gain K is chosen to satisfy 

where A > 0 and e = (y„ - 3',) = z - y, is the tracking error. 
Consider the motion during the sliding phase. During the period 

of sliding, one has S(t) = 0, which implies from Eq. (9) that 

K = ki{^,d,L,m,,) + e, (18) 

e -I- Ae = 0. (10) 

Thus, during the sliding phase, it follows that e(t) -^ 0, that is, 
lit) -^ z* ast ~^<x> and the desired depth control is accomplished. 

Now consider the design of a controller so that the trajectory 
beginning from any initial condition is attracted toward the switch
ing surface. In obtaining a control law, differentiating S(t) along 
the trajectory of the system (Eq. (6)), and substituting w from (5), 
gives 

5 = e + \e (11) 

= cos eB2i[a{x,fp, nip, t) + Aa(x, d,fp, m^, Zf, t) 

+ 7]'^ijj{x) + F41 cos (x)„t + Fj2 sin a>„t + S], (12) 

where Bii^d, = F,n cos ay J + F,i2 sin coj. Here a and i/r are 
known functions, but Aa, the parameter vector T), the amplitudes 
Frfi and F^a, and S21 are unknown. It is assumed that the sign of 
B2, is known and 101 S 0,„ < TTII. Without loss of generality, it 
is assumed that B21 > 0. The known functions a and i// are 
computed using the nominal set of values of various parameters of 
the system. 

The camber 6 of the dorsal fin is continuously varied to steer any 
trajectory toward the switching surface. Assuming that the fre
quency ft)„ of the surface wave is known, a control law is now 
chosen as 

6 = - a ( x , / p , OTp, t) — fj^il^ix) - Pji cos Mj — fj2 sin coj 

- IxS - KsgniS), (13) 

where ja > 0, f) and Pji are estimates of i) and F^,, respectively, 
and K 1S& constant gain yet to be determined. Substituting control 
law Eq. (18) into Eq. (17), gives 

$ = cos 6B2i[Aa -I- fĵ i//(A:) -I- F^i cos o)J + Fj2 sin coJ 

- KsgnS- txS], (14) 

where Tj = TJ - f), and F^, = F^-, — P^,. 
Now, adaptation laws for T), FJ, , and gain K must be chosen so 

that the surface S becomes attractive to any trajectory of the 
system. In deriving the adaptation law, consider a Lyapunov 
function, 

V„ = ((B21 cos e) - 'S^ + fĵ 'L.TJ + Fl,L2 + Fl2L,)/2, (15) 

where L2 > 0, L3 > 0, and Li (;' = 1, 2, 3) is any positive 
definitive symmetric matrix which are chosen to provide desirable 
response characteristics. The derivative of V„ is given by 

Vo = S{Aa + fj^ip + Fji cos a)„t + F^2 sin wj — K sgn S) 

- y.S^ + fj^L,^ + L2FJ,^ + L,FJ,2. (16) 

The function Vg is a positive definite function of S, r\, F^u F^i-
In order to ensure that the surface 5 = 0 is attractive, adaptation 
laws and K are chosen so that V'o satisfies V,, ^ 0. 

In view of Eq. (16), one chooses the adaptation laws of the form 

^ = ~T^ = Lr'i/ '5, 

K\ = -Frfi = 1^2^S COS aij. 

where the function fc, is a bound on the uncertain function satis
fying 

fc, >IAa(x, rf,/,, mp, z>, 01. (19) 

Substituting adaptation law (17) in Eq. (16) now yields 

V^s -e\S\ ~ / x5^<0 . (20) 

Since V^ ^ 0, it follows that S, T), and F,,, are bounded. Further
more, in view of Eq. (20), one concludes that S(t) -^0, as t ^°°, 
assuming that 0, q are bounded. This implies that the tracking 
error (z — y , ) - ^ © as ?-><». This completes the depth control 
system design. 

Assuming that error yXt) —* z*, and y^ —> 0, the control law 
(Eq. (13)) asymptotically decouples (6, q) dynamics from the 
remaining variables. Thus, the residual dynamics of the system 
essentially describe the rotational pitch motion. This residual dy
namics, when the motion is constrained so that the error y — yr = 
0, is called the zero-error dynamics (Slotine and Li, 1991). For 
satisfactory performance in the closed-loop system, the state vari
ables 6 and q associated with zero-error dynamics must be 
bounded. In the next section, control of pitch angle using flapping 
foils is considered. 

Flapping Foil Control of Pitch Dynamics 
In this section, control of rotational pitch dynamics (zero error 

dynamics) is considered. First, a discrete-time linear model for 
pitch control is obtained. 

Discrete-Time Pitch Dynamics. Since the sliding mode con
troller asymptotically controls z to z*, the zero error dynamics is 
obtained from Eq. (1) by setting e = z — yr = z = Q. Also, when 
e{t) = 0, e{t) = z — yr = i = 0, one has for small 6 

w = U6 - Zf (21) 

It is assumed that the two foils oscillate with identical frequency 
ft)/. The maximum travel A, of each foil-tip is independently 
controlled periodically at the interval of Fp (=2Tr/ft)/). This way 
the Strouhal numbers 5,i and S,2 of the two foils are independently 
controlled. The moments, ntpiiS,,, o)/), and forces,/p,(5„, ft)/) (1 = 
1,2), generated by the flapping foils are nonlinear functions of the 
Strouhal numbers. Since Wf is a constant, expanding fpi{S,i) and 
mpiiSa) in the Taylor series about S,i = Sa = S* a constant, and 
neglecting higher order terms gives 

B33mpi(S,i) + Bi2fpi 

+ B, 
3F,„(S*) , aF,, 

cos (o)ft + a,) 

dS,j dS,j 
+ T^iSl) cos (ft)/f-I- a,] ^bu{t)Su, 

i= 1,2, (22) 

where 5„ = S,, - 5* 
Next, pitch angle must be regulated to 0*, a constant. Using Eqs. 

(16), (17), (20), and (21), the pitch dynamics about (6*, q* = 0) 
obtained from (5) are given by 

ickApk + ft,[i>„5„ + b22S,2 + D2{t)l (23) 

where D2 = (̂ 2 + aiXoe cos Q* + 0^ + B^,S + 0^(116* - if) 
+ a-iZoB sin 0*, b^ = [1, O]'', 

x= {q, 0)'', 0 = 0 - 0 * , 

^M= -Fd2 = ^i^S sinft)„t (17) and 
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A„ = 
ttf, UiU + a^izGB cos 
1 0 

+ XGB sin 6*) 

Since the control input S„ is to be implemented as a piecewise 
constant function changing at the interval T,,, a discrete-time 
model is obtained from Eq. (23) of the form 

xik+ 1) = A,x(k) + Bj,(k) + D,{k), (24) 

where (k + 1) denotes (k + 1)7^, S,(t) = S,ik) = [Sa(k), 
S„(k)]''' for te[kT,„ (k + l ) r , ) , and 

A,- ,A,r„ 

(k+))Ti, 
,A,Ulc+l)Tp~T)b,[b,,(r}M2{r)]ilr 

kT,, 

DAk) 
(*+i)r,, 

gA,[(*+i)r„-T]^^^^(^)^^^ (25) 

Let A, = (fl„^), B, = [Bji, £[2]^ = (b,ij) for ;, ; = 1,2, and 
DXk) = (Del, D^iY. Note that B^ is a 2 X 2 constant matrix since 
integration in Eq. (35) is performed over one period T^ and «>/ = 
lirlTp, but DXk) depends on kT^ due to the fact that co/ ?̂  a)„; 
that is, the flapping frequency differs from the frequency of the 
wave. 

Autoregressive Moving Average Model. Next, a discrete 
adaptive predictive control technique is used for pitch control. For 
this, an expression for the predicted value of Q{k) is obtained and 
the advance operator 9,, is introduced and defined as q„Zs{k) = 
zAk + 1) for any discrete signal Zs{k). Using Eq. (24) gives 

q„q{k) = a.uqik) + a^nHk) + Bj,{k) + DM) (26) 

qM) = a,2iq{k) + a.^^Oik) + Bj,{k) + D,Ak). (27) 

Operating (26) and (27) by q^^ and q~\ respectively, and manip
ulating the resulting equations, it can be shown that (for details, see 
Singh and Bandyopadhyay, 1997), 

[1 + ( - a . i i - a,22)q~a^ + («cll«c22 " «c2 iac l2)?«"^]SW 

= q:\B,2 + (a.2iflc.i - a,nBc2)q:'^S,{k) + q7,\DAk) 

+ a,2,q-„'D,Ak) - a,nq;.'DM)] (28) 

or 

(1 + ttfiq:' + aj2q;')m = q-\Bfy + Bf,q:')S,{k) 

+ q-'afAk), (29) 

where Uf, Bj, and Uf^ are obtained by comparing (28) and (29). 
The discrete-time model of Eq. (29) is called an autoregressive 

moving average (ARMA) model. The ARMA model can be ex
pressed in an alternative predictor form as 

e(k + 1) = i-Ufl - aflq-')eik) + (Bfl + Bf,q-„)S,{k) 

+ a,Ak). (30) 

This is a useful representation of the pitch dynamics. It is 
assumed that the parameters a/,, B/,, and the signal UfAk) are 
unknown. For the regulation of Q{k), one can design predictive 
control laws if the estimates of the unknown parameters and ajAk) 
are known. 

For the derivation of a control law, it is assumed that 

ctfdik + 1) "UfAk). (31) 

Note that if the wave frequency w„ is equal to the frequency of 
flapping and if either S is small or B,, « 0, then OfAk -t- 1) = 

OfAk) for all k. In practice, it has been found that the predictive 
control technique works well even when parameters vary slowly 
and the condition of Eq. (31) is violated. 

Under the assumption of Eq. (31), subtracting q7'S(k + 1) 
from (30) gives 

eik +l) = [-«;, + (Ofl - ap)q~a' + af,q-^ye{k) + [B^, 

+ (B^ - Bfl)q:' - Bf,q-J]S,{k)^v{q-yQ{k) 

+ p(q-')S,{k), (32) 

where 

The coefficients /3, and v, are obtained from (32). 

(33) 

Adaptive Pitcii Angle Control. Assuming that the parame
ters of Eq. (32) are known, now a weighted one-step ahead pitch 
control law is obtained. For this a suitable performance index of 
the form 

J{k + 1) = ^Ae{k + 1) - e*{k + l)y + kUS,(k)\' (34) 

is chosen, where A,, > 0 and 6*{k) is a suitable reference trajec
tory to be followed by e(k). Note if 0*(/t) -> 0, then Oik) -^ 0*. 
By the choice of a suitable value of A ,̂ a compromise between the 
rate of convergence d{k -H I) to e*(^ -I- 1) and the amount of 
control effort expended is achieved. 

Substituting d(k + 1) from (32) in (34), for minimizing J 
differentiating with respect to S,{k), and solving gives 

S,{k) = iXJ+ I3ll3j-'pl[-v{q~,')m - p'{q7')S,ik- D 

+ 0%k + I)] (35) 

Notice that the Strouhal number at the instant kT^ depends on the 
present and past values of 6 and the past values of input 5,, 5,. 

Since 5„(/:) G [0, S„„] where 5„,„ is the same maximum 
allowed value of S,i, control input Si,{k) given in (35) must be set 
to the lower or upper limits whenever the magnitude exceeds the 
prescribed limits. 

Parameter Estimation. For synthesizing the control law, the 
parameters in Eq. (32) must be known. A practical solution to this 
problem is to obtain an estimate of these unknown parameters 
using an appropriate parameter identification technique. There are 
several kinds of algorithms based on the projection and the least 
square methods that can be used to obtain the estimates of these 
unknown parameters (3„, v„ and /3i in Eq. (32). Equation (32) can 
be written as 

where 

Q{k+\) = <^\k)p,, (36) 

Vik) = [{lq-'q7')m, ilq7'q:')Sj{k)] 

il,q-\q-')Sj=iSj,q-'Slq-'Sj) 

Using a simple projection algorithm described in Goodwin and 
Sin (1984) for parameter estimation, the estimate p„ of p„ is 
obtained using an update law given by 

p„{k) = p„ik- 1) + 
a{k)4>(k- 1) 

c, -t- 4>''{k~ l)(l>{k- 1 im 
(j}''{k - l)pAk - 1)] 0<a{k)<2,ct>0 (37) 
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These parameters are used in (35) for synthesis. 
Now the adaptation law for adjusting the maximum travel of the 

tips of the two foils is easily computed using the definition of the 
Strouhal number and required adaptation scheme is given by 

A,.(fe+1) 
US,i{k) 

(dOfllir) = 1, 2, (38) 

where S,i(k) = S,Xk) + S* 
The complete closed-loop system is shown in Fig. 2. 

Dorsal Fin Control With Inactive Caudal Fins. In the pre
vious sections, control systems using both the dorsal and caudal 
fins have been presented. A question of interest arises: Is it 
possible to maneuver the vehicle using only the dorsal fins? We 
examine this question in this section. It turns out that the vehicle 
model under consideration is non-minimum phase (i.e., the transfer 
function has unstable zero). As such, the sliding mode dorsal fin 
control law (Eq. (13)) derived in the previous section, cannot 
accomplish depth control with internal stability in the system and 
a new sliding mode dorsal fin control law must be derived. 

When the caudal fins are inactive, /^ = m^ = 0, and (6) 
simplifies as 

X = Ax + six) + b8 + Dd, (39) 

where b denotes the first column of B in (6). The system's transfer 
function with g = 0, d = 0, relating z and S is 

l(s)/d{s) = His) = dsl - A) ~'b, (40) 

where C = [ 1, 0, 0, 0] '̂ , i' is the Laplace variable, and z, 8 denote 
the Laplace transforms. For the model (39), H(s) is of the form 

H(s) = k (s - ix,)is + tjL2)d Hs), (41) 

where dp(s) = s"* + m^s^ + m2S^ + m^s, and /x, > 0. Thus, s = 
IJi, is an unstable zero and H(s) is nonminimum phase. 

For the derivation of a control system with internal stability, an 
approximate output variable ẑ  is derived such that 

z,is)/Sis) = H,{s) = CisI - A)-^b 

= -jji.kpis + ii2)d;\s). (42) 

Following Chockalingam (1998), it can be shown that C is given 
by 

C = -At i ^O , 0, - 1 , -M-2] 

X[b,Ab,A^b,miA^b]+A^b]-\ (43) 

Note that H„{s) does not have the unstable zero of H(s). 
Now a new controlled output variable can be defined as 

Za = CX (44) 

associated with the nonlinear system (39). For d — 0, gix) = 0, 
in view of (40), (41), and (42), it follows that 

z{s) 

which implies that 

1 

Ml 
(s - /X|) - z„{s), 

Z(t) = ZM - — Zait) 

(45) 

(46) 

From (46), it follows that if z„(0 -^ z*, a desired depth, and 
z„(0 -* 0, then z(t) -^ z*, and the target depth is attained. 

Now a control law is derived to control the new output variable 
z„. The Lie derivatives of a function a{x) with respect to the vector 
field/(A:) k AX + g(x) are defined as 

Lj(a){x) = ^ / ( X ) 

L'j{a)ix) = Lj(Lf\a)){x) 

Define 

Define 

L,L'fia){x) = 

LoL%a){x) = 

dx 

3L)(a) 

dx 
D. 

\ ^> 1 
^2 

[ ^3 J 
= 

Cx 
Lj(Cx){x) 
L%Cx){x) 

(47) 

(48) 

(49) 

where/(A;) = AX + gix). Differentiating | ; along the solution of 
(39) gives 

dt 

gl \ 

L ] = 
^ 3 / 

r I2 
^3 

a*ix) + b*ix)8 
-1-

' '/', " 
ipiix) 
ipiix) _ 

-1-

d 

" 0 " 
^luix) 

0 
d, (50) 

where 

fl* = L}iCx)ix) 

b* = L,LJiCx)ix) 

.//„ = L,Lj{Cx)ix) 

,p = [4>u LoL0dix). L^LJi<j>,)ix)y. 

For the derivation of control law, small values of ,̂ TJ, 8, and d, 
functions ijjd and i//„S can be neglected to obtain an approximate 
representation of the nonlinear system as 

d 

dt 

Define | , = ^, ^ y'r 

L • 

I2 
^3 . 

= 
r L 1 

^3 

a*ix) + b*ix)S 

derivative of the reference depth trajectory. 
The sUding surface S = 0 is defined as 

(51) 

1, 2, 3, where y<*', is the kth 

5 = I3 + A2I2 + All, + Ao I i^dt, 
' 0 

which in view of (51) can be written as 

S=l + Aai, + All, + Ao l^dt. 

The parameters A, are chosen such that the polynomial 

nis) = s^ + A2J'̂  + A|i + Ao 

is stable. Differentiating S and using (51) gives 

$ = A2I, 4- A,I, + Aoli + a*ix) + h*ix)8 - y (3) 

(52) 

(53) 

(54) 

(55) 

by 
In view of (55) the sliding mode dorsal fin control law is given 
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6 = {b*{x))~\-aHx) + y?^ - A^Cfj - fr) - A,(^, - yr) 

- Ao(^, - yr) - k^S - k2 sgn (5)]. (56) 

Substituting (56) in (55) gives 

(a) 

$ = -kiS - k-i sgn {S), (57) 

which implies that S{t) —> 0 and, therefore, according to (53), 
f 1 -^ 0 as / —> 00, since Yi{s) is Hurwitz. In the closed-loop 
systems (51) and (56), for y, = z*, a constant, (z„(f), z.XO) -^ 
(z*, 0) as ? ^- 00 and from (46) it follows that z{t) -^ z*. As 
z(f) —» z*, the pitch angle also converges to zero since the transfer 
function H„ is minimum phase. 

For the system (50), it can be proven that for small perturbations 
in X about the origin and small y^ and disturbance input d, with a 
proper choice of k„ the trajectory error remains bounded (Chock-
alingam, 1998). 

Simulation Results. In this section, results of digital simula
tion are presented. Although a combined dorsal and caudal fin 
control law has been derived, for simplicity in simulation, numer
ical results for the system (1) only with the dorsal fin control 
system (56) is presented and it is assumed that the caudal fins are 
inactive. The parameters used for simulation are given in the 
Appendix. For the nominal parameters, the transfer function has 
two zeros such that ju,, = 4.5325 and /LIJ = 11.3806. Since the 
transfer function is nonminimum phase, the row vector C is 
computed using (43) to yield 

C = [-8.586e - 05, -0 .0708, -0 .8015, 1.009]. 

The reference trajectory is generated by the fourth-order system 
given by 

{s + K)''yr- A'z* = 0, 

where z* is the target depth. The sliding mode parameters are A2 
= 17, A| = 64, Ao = 20. In order to avoid control chattering, 
sgn (S) was replaced by set (S/e) with e = 0.01. 

Define the tracking error for the depth variable Ze =" z - yr. Let 
Zem< iim, and S,„ be the maximum magnitudes of z^, | i , and camber 
S, respectively. In the figures, I, = z„ — y, = $i — yr is denoted 
by e and u denotes 8. 

A. Sliding Mode Dive Plane Control: Nominal System. The 
complete nominal closed-loop systems (1) and (56), with/;, = m,, 
= d = 0, were simulated. The Â . of the command generator was 
chosen to be 0.45. The initial conditions were assumed to be ;<:(0) 
= 0, Vr 0, ^ = 0, 1, 2, 3. A command trajectory was 
generated for controlling the vehicle to a target depth z* = Im. 
The sliding mode gains k, = 1 and ^2 = 0.0101 are chosen. The 
responses are shown in Fig. 3. We observe smooth control of the 
vehicle in about 18 seconds. Interestingly, even though the mod
ified output is used for controller design, the depth of the vehicle 
was controlled smoothly. Apparently, the neglected higher order 
term (i|/„8) in the design of the sliding mode controller has minor 
effect on the responses. The maximum depth error and the output 
errors are ẑ ^ = 2.5 cm and ^,,„ — IE — dm. In steady-state, the 
pitch angle settles to its equilibrium value zero and the vehicle 
attains the desired depth. The maximum pitch angle deviation was 
found to be 0.03°. The maximum camber is 8,„ = 26.3 mm. The 
steady-state values of the heave velocity and the pitch rate were 
also zero. 

It is pointed out that the control magnitude can be reduced by 
choosing slower command trajectories _y, for the depth control. 
Simulation was done by setting Â  = 0.3 in the command gen
erator. In this case, the maximum control magnitude was reduce to 
8 mm, and smooth control was accomplished, but the response 
time increased to the order of 30 s. 

Figure 4 shows the response for a Am (z* = 4) command for 
a choice of Â  = 0.3. This gave a response time of the order of 

t - - output 
— depth 

ret. cmd. 

(b) 

— heave vel. 
pitch rate 

Fig. 3 Dorsal fin control: nominal parameters, (a) Output z,, depth z, 
and reference command y,\ (b) heave velocity and pitch rate; (c) camber 
S = u; (cf) pitch angle. 

30 s. The maximum tracking errors are Zem = 6 cm and |i,„ = 
4£ - 5w. In steady state, the pitch angle settles to its equilibrium 
value of zero and the tracking errors I, and Ze were found to be 
zero. The maximum pitch angle deviation was found to be 0.08°. 
The maximum camber was 8„, = 32.3 mm. 

B. Sliding Mode Dive Plane Control: Off-Nominal Parame
ters. In order to examine robustness of control system, the 
closed-loop system was simulated with variation of ±25% in the 
hydrodynamic parameters. The remaining feedback parameters 
and initial conditions of Fig. 3 were retained. Selected response for 
+25% parameter perturbations is shown in Fig. 5. We observe 
smooth control of the vehicle. The steady-state error | , was zero. 
The pitch angle tends to 0° asympototically. The maximum values 
are Zem = 2 cm, I,,,, = 2>E - Am, and 6,„ = 16 mm. Smaller 
control input is required in this case since control effectiveness 
matrix b has increased by an amount of 25%. 

Simulation was also done with - 2 5 % parameter uncertainty. In 
this case also, smooth depth control was accomplished and the 
steady-state error ^i was found to be zero. Unlike Fig. 5, larger 

(a) 

c2 

t - - output 
— depth 
• ref. cmd. 

Fig. 4 Dorsal fin control: large command, (a) Output Zg, depth z, refer
ence command; {b) camber 8- u. 

(b) 
0.006 

0 

•g--0.006 

". -0.01 

f 
« -0.016 

-0.02 

-0.025 

output err. 
— depth err. 

Fig. 5 Dorsal fin control: off-nominal parameters, (a) Camber S= u; (b) 
output error e = Za - y, = gi and depth error z^ = z - y,. 
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1.2 

O.G 

0.6 

0.4 

0 
n 1 

— depth 
ref. cmd. 

Fig. 6 Dorsal fin control: sinusoidal disturbance, (a) Depth error z, = 
z - y,\ (b) depth zand reference command y,\ (c) camber S = u; (d) pitch 
angle. 

control is needed for controlling depth since the value of h has 
decreased. The maximum values are z,„ = 5 mm, | i„ = 4 mm, 
and S,„ = 35 mm. Since the responses are somewhat similar to 
those given in Fig. 5 for positive parameter variation, these are not 
shown. 

C. Sliding Mode Dive Plane Control: Sinusoidal Disturbance. 
Simulation was also done for the depth maneuvering in the pres
ence of sinusoidal disturbance. It was assumed that /^ = 
exp(-0.1z)(0.3075) sin (5.817^ - Tr), mj = 0.3512 
exp(-O.lz) sin(5.817r + 70°)andz/= 0.03 sin (5.817f). The 
frequency and phase angles of the disturbance are close to the 
values described in Bandyopadhyay et al. (1998). The feedback 
gains were set as A:, = 2 and ^2 = 0.01. Responses for a target 
depth of z* = \m are shown in Fig, 6. The maximum tracking 
errors were |i,„ = 7.6 mm and Zem = 23 mm. The steady-state 
oscillation in the depth response is 8 mm. The steady-state oscil
lation in the pitch was almost negligible. The maximum deviation 
in the pitch was about 0.02°. The maximum value of the camber 
was S„ = 31 mm. It is pointed out that larger gains kt and k2 can 
be used to attenuate the effect of disturbances of higher ampli
tudes. But this will require larger camber of the dorsal fins. 

Conclusions 
A theoretical study for the dive plane control system design for 

biologically inspired maneuvering of low speed, small undersea 
vehicles using dorsal and caudal fin-like control surfaces was 
considered. A hydrodynamic control scheme is developed so that 
the vehicle tracks a precise depth versus time trajectory. Normal 
force produced by the dorsal fin was used to control the depth of 
the vehicle and two flapping foils were used for the pitch angle 
control. An adaptive sliding mode control law was derived for the 
reference depth trajectory tracking. For the design of this control, 
a nonlinear vehicle model was considered for which the system 
parameters were assumed to be unknown, and it was assumed that 
sinusoidal disturbance force and moment are acting on the vehicle 
caused by surface waves. In the closed-loop system, including the 
sliding mode controller, depth control was accomplished and ro
tational pitch dynamics were asymptotically decoupled. 

For the decoupled pitch dynamics, assuming that the pitch angle 
perturbations were small, a linear deterministic autoregressive 
model was derived. For the pitch angle control, the Strouhal 
numbers were chosen as key input variables. The Strouhal num
bers of the two foils were periodically changed (at intervals of the 
time period of oscillations of the foils by altering the maximum tip 
travel). Both foils were oscillating at the same frequency. Using 

projection algorithms, the parameters of the pitch dynamics were 
identified. These estimated parameters were used to design an 
adaptive predictive control system for the regulation of the pitch 
angle. Thus, in the complete closed-loop system, including the 
adaptive sliding mode and adaptive predictive controllers, dive 
plane control of the underwater vehicle can be accomplished in the 
presence of large parameter uncertainty and sea surface waves. A 
dorsal fin control law was also designed for the control of the 
vehicle without utilizing caudal fins. Simulation results were pre
sented which showed that depth control and pitch angle regulation 
can be accomplished by using only dorsal fins. 
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M,, = -0.825E - 3, 

A P P E N D I X M, = - 0 . 1 1 7 E - 2 , 
Vehicle parameters: 

XGB ~ 0, 

ZGB = 0.578802, 

L = 1.282m, 

p = 1025.9kgm"'. 

Hydrodynamic parameters: 

M„ = 0 . 3 1 4 £ - 2, 

zs = 0.3398, 

z„ = -0.873E - 2, 

z„ = -0.569E - 2, 

z^ = -0.825E - 5, 

U = 3.6m/s, z, = -0.238E - 2.. 
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Laminar Flow of a Nonlinear 
Viscoplastic Fluid Through an 
Axisymmetric Sudden 
Expansion 
A combined experimental and computational study was carried out to investigate the 
laminar flow of a nonlinear viscoplastic fluid through an axisymmetric sudden expansion. 
The yield-stress, power-law index, and the consistency index of the yield shear-thinning 
test fluid were 0.733 Pa, 0.68, and 0.33 Pa • s"'^^, respectively, resulting in a Hedstrom 
number of 1,65. The Reynolds number ranged between 1.8 and 58.7. In addition, the flow 
of a Newtonian fluid through the same expansion was also studied to form a baseline for 
comparison. Velocity vectors were obtained on the vertical center plane using a digital 
particle image velocimeter (PIV). From these measurements, two-dimensional distribu
tions of axial and radial velocity as well as the stream function were calculated covering 
the separated, reattached and redeveloping flow regions. These results were compared to 
flnite difference numerical solutions of the governing continuity and fully-elliptic momen
tum equations. The calculations were found to be in good agreement with the experimental 
results. Both computational and experimental results indicate the existence of two distinct 
flow regimes. For low Reynolds numbers, a region of nonmoving fluid is observed 
immediately downstream of the step and no separated flow zone exists. For the higher 
Reynolds numbers, a recirculating flow zone forms downstream of the expansion step, 
which is followed by a zone of stagnant fluid adjacent to pipe wall characterizing 
reattachment. 

Introduction 

Viscoplastic fluids are commonly encountered in several indus
trial applications including those using rubber, plastic, paints, 
emulsions, and slurries. These fluids are characterized by the 
existence of a "yield stress," a critical shear stress value below 
which the fluid behaves like a solid. This critical stress value needs 
to be exceeded before the fluid can sustain a rate of deformation 
and thus flow. Once flow is established, if the stress-strain rate 
relationship is linear, the fluid is called a Bingham plastic. How
ever, many fluids typically encountered in the industry are either 
shear-thickening or shear-thinning, which adds another layer of 
complexity in their analysis. These nonlinear viscoplastic fluids are 
also called Herschel-Bulkley fluids. 

Despite their importance to many industries, the flows of 
Herschel-Bulkley fluids have so far received little attention from 
fluid mechanics researchers, perhaps partially due to the complex
ity involved in their analysis. In an earlier attempt, Chen et al. 
(1970) used an integral boundary layer method to calculate the 
laminar entrance flow of a linear viscoplastic fluid (Bingham 
plastic) in a circular pipe. This was followed by the study of Soto 
and Shah (1976) who obtained a numerical solution to the bound
ary layer equations for the same flow. The results of both studies 
indicated the strong influence of the yield number on flow devel
opment. The numerical analysis of Bingham plastic flows was 
extended to more complex geometries by Lipscomb and Denn 
(1984). They contended that once the fluid starts flowing, there 
must be complete yielding throughout the domain the fluid occu
pies with no regions of stagnant fluid. Vradis et al. (1993) used the 
fully elliptic governing equations to study the nonisothermal en
trance flow into a pipe. The results showed that the influence of the 
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yield stress is even stronger than had been found using the bound
ary layer equations. Although limited in scope, these computa
tional studies of simple geometries clearly showed that the flow 
structure of viscoplastic fluids are quite distinct from those of 
Newtonian fluids and thus, results of Newtonian flows cannot be 
extrapolated to predict flows of viscoplastic fluids through com
plex geometries. This fact was further confirmed by the recent 
numerical study of the axisymmetric sudden expansion flow of 
Bingham plastics carried out by Vradis and Otugen (1997). 

The experimental studies of viscoplastic fluid flows reported in 
the literature are equally sparse. In an earlier attempt, Wilson and 
Thomas (1985) concentrated in the near-wall structure of the 
velocity field in a pipe flow of a Bingham plastic. The detailed 
experimental analysis of these fluids is particularly challenging 
owing to the limitation in the choice of measurement techniques 
that can be successfully employed. For this reason, a good number 
of experimental studies have been limited to global flow visual
izations (see for example, Townsend and Walters, 1993; Abdul-
Karem et al., 1993). To investigate spatially-resolved velocity, 
nonintrusive methods such as those based on lasers must be used. 
However, these optical techniques require that the fluid is optically 
transparent and the index of refraction is uniform, both of which 
are difficult to achieve. Park et al. (1989) and Wildman et al. 
(1992) used Herschel-Bulkley-type fluids with the proper optical 
characteristics to study the velocity field using laser Doppler 
velocimetry. Both studies concentrated in the turbulent flow 
through a circular, constant-cross section pipe. In the former study, 
additional measurements were made in the laminar and transitional 
regimes while, some results were obtained in an axisymmetric 
gradual contraction in the latter work. The bulk of the above 
experimental investigations was carried out in turbulent flows. 
Based on our knowledge, no systematic study of the laminar flows 
of nonlinear viscoplastic fluids has been reported in the literature 
covering a range of Reynolds numbers. Currently, the understand-
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Fig. 1 Schematic of the closed-ioop test faciiity 

ing of the effect of these parameters on the flow structure is far 
from being complete. 

In the present, the laminar flow of a Herschel-Bulkley fluid 
through an axisymmetric sudden expansion is studied. Flows 
through sudden expansions are frequently encountered in many 
industries, and therefore, are of strong interest from a practical 
point. In addition, although the flow is complex, typically exhib
iting three distinct regions—separation, recirculation, and 
reattachment—the fact that the separation point is fixed at the edge 
of the sudden expansion (step) simplifies the analysis of the flow. 
Furthermore, the axisymmetric flow geometry affords a straight
forward numerical implementation in cylindrical coordinates 
(Vradis and Otiigen, 1997). Measurements and computations were 
carried out for an axisymmetric 1:2 expansion (based on radii) 
with a yield-stress shear-thinning fluid. Some measurements were 
also made in a Newtonian fluid for comparison. 

Experimental Details 

Test Facility. A schematic of the closed-loop experimental 
system is shown in Fig. 1. The system is composed of a 12.7 mm 
diameter inlet pipe, a 25.4 mm diameter test section, a return loop, 
and a variable-speed dc motor-driven pump. There are also two 
settling chambers, one upstream of the inlet pipe and the other at 
the exit of the test section. The inlet pipe is 813 mm long which 
ensures a fully developed flow at the expansion step for all cases 
studied. The test section is 965 mm long which allows for the 
investigation of flow development downstream of reattachment. 
The material for the inlet pipe and the test section is Vycor, whose 
index of refraction matches that of the test fluids (no = 1.46). The 
test section is enclosed inside a 51 mm by 89 mm rectangular 
cross-section Plexiglas outer enclosure, which extends into the 
inlet pipe as shown in Fig. 1. During the experiments, the enclo
sure is filled with the working fluid in order to avoid the distortion 
of the PIV image by the curved surface of the test section. The 
steady flow rate through the system is monitored by a Coriolis 

Fig. 2 Schematic of the PIV system 

mass flow meter throughout the experiments and different flow 
rates are obtained by changing the rpm of the pump motor. The 
liquid in the inlet settling tank is kept at a high level (300 mm) to 
prevent any significant static pressure variations in the test section. 

PIV System. A digital PIV system is used for the planar 
simultaneous measurements of axial and radial velocities in the 
vertical plane passing through the test section centerline. The 
optical system is powered by two Nd:YAG lasers each with 
approximately 10 mJ of pulse energy and a duration of 8 ns. The 
firing of the lasers is externally controlled and the repetition rates 
and the cross-pulse delays are continuously adjustable. The laser 
outputs are frequency doubled to provide the 532 nm green line 
and the two beams are combined using a beam splitter in reverse. 
The combined beam is expanded into a sheet using a cylindrical 
lens. The 1 mm-thick laser sheet is directed through the test section 
via a mirror (Fig. 2). The sheet subsequently passes through a slot 
in the test section table and is terminated in a beam dump placed 
at the floor level. Silicon carbide particles are used as light scat-
terrers with a nominal diameter of 18.2 /xm. The image of the 
scattering particles in the measurement plane is collected at a right 
angle by a zoom lens and fed into a CCD camera. The 768 X 484 
pixel image plane of the camera is divided into 32 X 32 pixel size 
sub-regions and the average particle displacement is calculated 
real-time for each of these sub-regions (interrogation areas) using 
a cross-correlation method. Therefore, each of these interrogation 
areas represents a single point in the flow field and the spatial 
resolution of the measurements is determined by the image size of 
the sub-regions and the thickness of the laser sheet. Based on 
these, the spatial resolution of the measured velocity is 0.36 mm 
and 0.45 mm in the radial and axial directions, respectively, and 
1.0 mm along the third direction (depth). The data are stored on a 
personal computer for further analysis and graphing. The PIV 
system is placed on a three-dimensional traverse system so that 
different regions of the flow can be interrogated using the same 
alignment and optical settings. The positioning accuracy of the 
traverse system is determined to be 0.2 mm in the axial direction 
and 0.125 mm in the radial direction. Based on the predicted 
uncertainty in determining the particle displacement in each inter
rogation area and the accuracy in repositioning of the traverse 
system, the uncertainty in velocity is estimated to be better than 6 

Nomenclature 

d = diameter of upstream pipe 
He = Hedstrom number, Ty{p"cf"/Ky"~" 
K = consistency index 
n = power-law index 

«o = index of refraction 
P = pressure 
p = nondimensional pressure, P/pUf 
R = radial coordinate 
r = nondimensional radial coordinate, 

R/d 

Re = Reynolds number, pdUJK{UJd)"^' 
U = streamwise velocity 

Ui = inlet streamwise bulk velocity 
M = normalized streamwise velocity, 

t//f/, 
V = radial velocity 
V = normalized radial velocity, V/Uj 

X = streamwise coordinate from step 
X = nondimensional streamwise coordi

nate, Xld 

A,̂  = rate of deformation tensor 
7 = shear rate 
IX = effective viscosity 

y^eff— nondimensional effective viscosity 
p = density 

Tj, = stress tensor 
T, = yield stress 
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In the case of a yield-pseudoplastic fluid the relationship between 
the stress tensor T,̂  and the rate of deformation tensor A,, is given 
by the following formula: 
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Fig. 3 Rheological characterization of the test fluid at 20°C 

percent of the expected minimum velocity at each measurement 
plane. 

Fluid Rheology. The main objective of the present effort is to 
characterize the laminar flow structure of a yield-stress shear-
thinning non-Newtonian fluid through an axisymmetric sudden 
expansion. For comparison, measurements were also made with a 
Newtonian fluid in the same facility. The Newtonian fluid was 
diethylene glycol with an absolute viscosity of 0.038 Pa • s at 20°C. 
The base fluid for the non-Newtonian fluid was a mixture of 60 
percent diethylene glycol, 20 percent benzyl alcohol and 20 per
cent water, all by weight. The yield stress was obtained by adding 
small amounts of silica particles to the base fluid. Increasing 
concentrations of the silica lead to increasing yield stress and 
consistency index values and decreasing power-law index (Ham-
mad, 1997). Figure 3 shows the stress versus strain rate charac
teristics of the non-Newtonian fluid used in the present study. The 
concentration of the silica particles is 4.76 percent by weight. The 
rheological characteristics of the fluid were obtained using a cone-
and-plate rheometer. However, additional measurements were 
made at low shear rates using a concentric cylinders rheometer in 
order to accurately determine the yield stress value. The figure 
indicates that there is no significant hysterisis in the stress strain-
rate curve as it is approached from low and high ends of the shear 
rate. Most of the small hysterisis displayed in the flow curve can 
be attributed to the measurement uncertainty which was +/- 0.2 
Pa in the present study. Additional tests established that the test 
fluid was insensitive to temperature variations (in the range of 
20°C to 25°C). Further, the fluid exhibited good shear and storage 
stability characteristics. Based on the return curve from high-shear 
rates in Fig. 3 (with the solid line fit), the yield stress, power-law 
index and the consistency index are determined to be T, = 0.733 
Pa, n = 0.68 and K = 0.33 Pa • s"**', respectively. Therefore, the 
Hedstrom number based on the fluid properties and the upstream 
pipe diameter is He = 1.65. 

Computational Method 

The Governing Equations. The nondimensionalized govern
ing elliptic equations for the steady, laminar, incompressible flow 
of a non-Newtonian fluid in cylindrical coordinates are 

for 2 T.yTy > TJ (4a) 

0 for 2 '^u'^ij - '^y (4b) 

Here A,;,- and AyA.̂  are the rate of deformation tensor and its 
second invariant, respectively. In cylindrical coordinates the func
tion ^AyAy is given by: 

1 
(AyA,) = 2 
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dv 
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As a result, the nondimensional effective viscosity is defined as: 

2M« 
' "^ '> ' ' He/Re"'<^""' 
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2^'Au 

for 2 Tij'^ij > T J ( 5 a ) 

and 

l^eff-- for 2' ij tj — ' y i5b) 

where, the Hedstrrom number. He, serves as a nondimensional 
yield stress. 

Solution Technique. The numerical technique used in the 
present study is described in detail by Vradis and Hammad (1998). 
It is a second-order accurate, finite-difference approximations-
based iterative technique in which the Mnearized equations are 
solved simultaneously along lines in the radial direction using an 
efficient block-tridiagonal matrix inversion technique. Only the 
convective terms are approximated with first-order differencing to 
warrant convergence. The linearization of the equations is accom
plished by using the convective coefficients at the previous itera
tion level. In the core regions of the flow the effective viscosity, 
fXgff, attains an infinite value since A,̂  = 0 in such regions. Large 
values of /Xe// create convergence problems since the coefficient 
matrix becomes very "stiff due to large differences in the mag
nitude of its elements. In order to avoid such problems, ix^g is 
"frozen" at a relatively high value of n^/f = 1000 when the value 
of VjAj^A,;, drops below a certain preset level thus, guaranteeing 
convergence. The same approach was adopted by other researchers 
in the past (O'Donovan and Tanner, 1984, and Lipscomb and 
Denn, 1984). The result of such an approximation is that the 
rheological behavior of the fluid is altered from that of an actual 
Herschel-Bulkley fluid to a bi-viscosity fluid. Through numerical 
experimentation, see Hammad and Vradis (1998), it was estab-
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Fig. 4 Experimentally obtained velocity vectors for IHe = 1.65 

lished that accurate results can be obtained based on a cut-off value 
of ijL.ff = 1000. Due to the sharp variations in the values of 
effective viscosity, in order to obtain convergence very strong 
under-relaxation of the effective viscosity is necessary from one 
iteration level to the next, especially in the earlier stages of the 
iterative procedure. 

Discussion of Results 
In the experiments, planar images of the flow field were ob

tained in small subregions of the domain of interest in order to 
achieve high spatial resolution and to capture the details of the 
complex flow structure. Each two-dimensional velocity image had 
a radial extent of approximately one step height and an axial extent 
of 1.6 step heights. Thus, four rows of images were obtained at 
each vertical level to cover the full radial extent of the flow. The 
number of images in each vertical strip varied from case to case in 
order to capture the development of the flow in the axial direction. 
In the end, the images were put together to form a composite 
picture of the complete flow field. The pulse time delay on the 
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Fig. 4 (cont.) 

lasers was varied in different regions of the flow in order to 
optimize the particle displacement for highest measurement accu
racy. For the calculations, the flow at the inlet (x = 0) is assumed 
to lie fully developed with M = u(r) and î  = 0. The velocity 
profile at the inlet is obtained numerically by solving the problem 
of the fully developed flow of such a fluid in a straight pipe. At the 
exit plane of the computational domain, the flow is assumed fully 
developed. Thus, the streamwise derivatives of the velocity com
ponents are zero, while the pressure is uniform. The length of the 
computational domain depends on the Reynolds and yield numbers 
and is not known a priori. For each case, it has to be adjusted 
individually, sometimes through multiple trial runs. The 97 X 80 
computational grid is variable in the streamwise (97) direction and 
uniform in the transverse (80) direction. It is finer close to the step 
and coarser toward the exit of the pipe. Extensive numerical 
experimentation using coarser and finer grids established that the 
present results are grid independent. 

Figure 4 shows the experimentally obtained velocity vectors for 
the non-Newtonian fluid for a fixed Hedstrom number of 1.65 and 
at five Reynolds numbers. For comparison, the velocity field for 
the Newtonian fluid at Re = 55.4 is also presented. The fully 
developed velocity profiles at the expansion plane show plug zones 
around the centerline, where radial gradients of velocity are zero. 
The radial extent of the plug region becomes smaller as the 
Reynolds number increases. Downstream of the step, the initial 
plug zone is rapidly destroyed giving way to a velocity profile that 
shears throughout. Further downstream, when the flow reaches 
fully developed conditions again, a new central plug zone is 
formed. This downstream plug zone is observed in Figs. 4(a) 
through (c) where the flow becomes fully developed within the 
axial distance of x = 3. As the Reynolds number increases, the 
flow downstream of the step takes longer axial distances to reach 
a fully developed, self-similar state. For the non-Newtonian fluid 
flow up to Re = 30.9, there is no discernible recirculating flow 
near the step corner downstream of the expansion. For Re = 58.7, 
however, a weak reverse flow is observed. The insets in Figs. 4(e) 
and (/) compare the corner recirculation flow of the non-
Newtonian fluid at Re = 58.7 with that of the Newtonian fluid at 
Re = 55.4. Clearly, the strength of the recirculating flow for the 
non-Newtonian fluid is weaker than that of the Newtonian fluid. 

Profiles of the streamwise and the radial velocity are shown in 
Figs. 5 and 6 for He = 1.65 and for Reynolds numbers of 1.83 and 
12.37, respectively. In each figure, the experimental (PIV) results 
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(b) 

Fig. 5 Streamwise and radiai velocity proflies for Re = 1.83; He = 1.65 

are presented in the top half of the frames while the computational 
results are presented in the lower half. The experimental and 
computational results are in good agreement as each set of results 
display the same flow behavior. The presence of a plug zone at the 
expansion plane is again apparent from the streamwise velocity 
profiles. Further, the centerline value of the streamwise velocity at 
this location is smaller than 2. This is expected given that the 
fully-developed non-Newtonian fluid flows have fuller profiles 
than their Newtonian counterpart. The growth of the radial velocity 
is very rapid exhibiting a significant magnitude already at x «» 
0.02. For both Reynolds numbers, the radial velocity reaches its 
largest magnitude at x «< 0.25. The radial velocity for the smaller 
Reynolds number of Re = 1.83 is consistently larger that for Re = 
12.38 indicating a higher level of bulk transport in the radial 
direction for the smaller Reynolds number case. Indeed, the flow 

reaches a fully developed state within a streamwise distance oix = 
1.41 for Re = 1.83 while for Re = 12.38, the fully developed 
conditions are not reached until about x = 3.36. Again, for both 
Reynolds numbers, there is no discernible flow near the step 
downstream of expansion. This finding is supported by laser sheet 
visualizations of the flow (Hammad, 1997). In these long duration 
visualizations no motion is detected in the region immediately 
downstream of the step. At larger Reynolds numbers (Re > 30.9), 
a recirculating corner flow is observed which becomes stronger 
with increasing Reynolds number. However, this recirculation 
flow is weaker than that for a Newtonian fluid at the same Reyn
olds number. 

This is demonstrated in Fig. 7 which compares the streamwise 
velocity proflies of the non-Newtonian fluid at Re = 58.7 to the 
Newtonian fluid at Re = 55.4. Both sets of results shown in the 

0.0 0.1 0.2 0,3 0.0 0.1 0,2 0.3 0.0 0.1 0.2 0.3 0.0 0.1 0.2 0.3 0.0 0.1 0.2 0.3 0,0 0,1 0.2 0.3 

(b) 

Fig. 6 Streamwise and radiai velocity proflies for Re = 12.38; He = 1.65 
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Fig. 7 Evolution of streamwise velocity for Newtonian and non-
Newtonian fluids 

figure are experimentally obtained. The upper half of the figure 
corresponds to the Newtonian flow (designated by A') while the 
lower half corresponds to the non-Newtonian fluid flow (desig
nated by A'^). In the Newtonian case, the normalized centerline 
velocity is 2 at the exit plane and 0.5 at x = 6 where the flow is 
again fully developed. These values correspond to the parabolic 
fully developed laminar pipe flow profile. In contrast, the inlet 
centerline velocity for the non-Newtonian case is slightly smaller 
than 2 indicating the existence of a plug flow zone. A plug zone is 
observed also at x = 9 where the flow is fully developed. The 
centerline value of the normalized streamwise velocity at this 
location is approximately 0.4. Comparing the velocity profiles at 
X = !, it is observed that the magnitude of the near-wall reversed 
velocity is smaller for the non-Newtonian case. Further, the de
velopment of the non-Newtonian fluid flow is slower taking a 
significantly longer distance to attain a fully developed state. 

The stream functions obtained from the experimental results are 
presented in Fig. 8 for a range of Reynolds numbers. For compar
ison, the Newtonian fluid flow results for Re = 55.4 are also 
presented. The stream function patterns are familiar for the New
tonian case showing a clear zone of recirculation. The stream 
functions for the non-Newtonian flows, on the other hand, show 
some distinct characteristics, especially in the region immediately 
downstream of the expansion step. It is evident that no flow 
recirculation exists for the three lowest Reynolds number non-
Newtonian flow cases. For these cases, the fluid adjacent to the 
step seems to form a nonmoving block in the shape of a backward-
facing ramp extending from the step over which the moving fluid 
gently expands as in a conical expansion. Such a flow scenario is 
possible considering the very low levels of stress encountered in 
this region which cannot overcome the yield stress value. How
ever, for the case of Re = 30.8 and 58.7, the flow is sheared 
throughout and there is a detectable recirculation region. Figures 
8(e) and 8(/) provide an interesting comparison. Although the 
Reynolds number of the Newtonian case is slightly smaller than 
that of the Non-Newtonian, the strength of recirculating flow is 
stronger for the Newtonian flow. On the other hand, it appears that 
the flow reattachment takes place at a longer axial distance from 
the step for the non-Newtonian case. Correspondingly, the ap
proach of the flow toward a fully developed state is stretched out 
as well. In the case of the non-Newtonian fluid, two distinct 
rheological characteristics influence the behavior of the flow. At 
low shear rate regions such as the zone immediately downstream 
of the step, the yield stress controls characteristics of the flow by 
significantly retarding the fluid motion to the extent of completely 
stagnating it. Further downstream, where the shear rates are larger, 
the redevelopment of the flow is dominated not by the yield stress, 
but by the power-law index. In this region, the shear-thinning 
character of the fluid results in slower diffusion rates and hence 
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Fig. 8 Stream function distributions on the vertical plane 
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Fig. 9 Laser sheet visualization of the vertical half-plane of the non-
Newtonian flow 

longer flow development distances compared to the Newtonian 
fluid. 

In order to provide additional insight into the complex flow 
physics, planar laser sheet visualizations have also been performed 
for the non-Newtonian fluid flows. Figure 9 shows one such study 
where the flow is started from rest and the flow rate (hence, the 
Reynolds number) is increased gradually over a long period of 
time. A helium-neon laser illuminates the vertical centerplane of 
the test section and the fluid is seeded with the same silicon carbide 
particles used in the PIV measurements. In the photographs, the 
flow is from right to left. For flows with Re < 17.4, it is clearly 
seen that there is no flow recirculation downstream of the step. 
Instead, the flow is at rest in this corner region. Immediately 
downstream of the step, the forward moving fluid gently expands 
over a slightly concave, what one might call a backward-facing 
ramp of stagnant fluid. This ramp zone is characterized by the 
concave streaks, which are regions of heavy concentration of seed 
particles. In each photograph, the outermost line represents the 
demarcation between the moving fluid and the non-moving fluid 
where large numbers of particles are deposited. Each of the addi
tional streaks beneath this top layer represents the interface be
tween the moving and nonmoving fluids for a previous (smaller) 
Reynolds number. The visualizations for a range of Reynolds 
numbers were carried out in a single experiment starting with the 
smallest Reynolds number and then gradually increasing this pa
rameter. However, the steady state is established at each Reynolds 
number by running the system for several minutes, which, in turn, 
results in the formation of a new line of seed particles at the flow 
interface. As the Reynolds number increases, the size of the 
stagnant zone increases in the axial direction. When the Reynolds 
number reaches Re = 17.4, the fluid yields throughout the expan
sion step region and a recirculating flow is estabUshed at the corner 
(Figs. 9(d) and (e)). Figures 9(d) and 9(e) also show an interesting 
reattachment phenomenon. The reattachment of the flow is not 
defined by a single point but by a region of stagnant fluid, which 
protrudes a certain height into the flow from the wall. Within this 
three-dimensional zone of stagnant fluid, the overall stress distri
bution falls below a critical value and the flow does not sustain 
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Fig. 10 Calculated effective viscosity contours 

shearing. Lipscomb and Denn (1994) theorized that in complex 
flows of yield stress fluids no "stagnant zones" could exist. Obvi
ously, the present experimental results contradict that claim and 
also validate the results of the present computational study that 
show the possibility of existence of such stagnant zones. 

The plots of the computationally obtained effective viscosity are 
presented in Fig. 10. These computations accurately predict the 
different flow zones described above. For the two smallest Reyn
olds numbers of 1.83 and 12.38, the concave stagnant zone in the 
expansion corner is clearly evident. The outer edge of the ramp is 
outlined by the very large gradients of /Xj//. Inside this ramp, juigy 
assumes the maximum allowable (threshold) level indicating flow 
stagnation. For Re = 30.9 and 58.7, ju,,jy is finite in this region. For 
these higher Reynolds numbers, the three-dimensional zone of 
stagnant fluid in the vicinity of flow reattachment is also evident in 
the plots of effective viscosity. 

Conclusions 
The laminar flow of a nonlinear viscoplastic fluid through an 

axisymmetric expansion was studied experimentally, using the 
PIV technique, and computationally, by solving the fully-elliptic 
governing equations. From the extensive velocity data gathered at 
a fixed Hedstrom number of 1.65 and various Reynolds numbers, 
several features of the non-Newtonian flow were observed. As 
expected, plug zones form in the fully developed flow regions, 
whose radial extent is a function of the Reynolds number. The 
approach of the flow toward a fully developed state is slower for 
larger Reynolds numbers. 

For small Reynolds numbers of the non-Newtonian flow (ap
proximately. Re < 17), both the experiments (both PIV measure
ments and flow visualizations) and the computations show that 
there is no flow recirculation in the expansion corner. Here, the 
fluid is stagnant in a zone, which has the shape of an annular ramp. 
In effect, the moving fluid closer to the centerline gently expands 
over fliis ramp without any reversals. The surface of this ramp of 
nonmoving fluid is slightly concave. In contrast, for the non-
Newtonian case of Re = 17.4 and higher, a recirculating flow 
region does exist. However, this recirculation is significantly 
weaker with smaller magnitudes of negative velocities than those 
for the corresponding Newtonian flow. Finally, at these larger 
Reynolds numbers where there is flow recirculation, the reattach
ment location is not characterized by a single point but by a 
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three-dimensional region of stagnant fluid protruding from the 
wall, again, caused by the small local strain rates which fall below 
the yield stress value of the fluid. 
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Experimental Analysis of 
Bubble Shapes During 
Condensation in Miscible and 
Immiscible Liquids 
The initial volume of a condensing bubble released from an orifice and the shape 
oscillations of the bubble during the collapse process were studied. Results of a large 
number of original experiments of bubbles condensing in miscible and immiscible liquids 
were analyzed to evaluate the initial volume, the instantaneous shape, and the average 
aspect-ratio of the bubbles. The results were compared to common empirical correlations 
that were originally developed to evaluate these parameters for noncondensing bubbles. 
It is demonstrated that such correlations can satisfactorily predict the initial volume of 
condensing bubbles and their mean aspect ratio throughout the collapse process. 

1 Introduction 

In the present work two important parameters having a major 
effect on the rate of bubble condensation in direct contact heat 
exchangers were studied: the initial volume of the bubble follow
ing detachment and the instantaneous shape of the bubble during 
the collapse process. The focus in the present work is on the 
behavior of a solitary bubble of organic vapor released into a still 
media of sub-cooled liquid. 

The volume of the bubble has a major effect on the bubble rising 
velocity and consequently on the shape of the bubble. The volume 
(and the interfacial area), the velocity, the shape and the shape 
oscillation of the rising bubble govern the interfacial heat and mass 
transfer rates which, in turn, determine the collapse rate of the 
bubble. Accurate prediction of the bubble collapsing rate is very 
important for designing direct-contact condensers. Such condens
ers are utilized, for example, for power production from low grade 
thermal energy sources (solar ponds, brines and geothermal 
sources etc.) (Kreith and Boehm, 1988) and for immersion cooling 
of electronic equipment (Kraus and Bar-Cohen, 1983; Letan, 
1990). 

The direct contact condensation and the collapse rates of a 
single bubble and bubble swarm were intensively studied theoret
ically and experimentally (Wittek and Chao, 1967; Isenberg and 
Sideman, 1970; Jacobs and Major, 1982; Kalman et al., 1986; 
Lerner et al., 1987; Kalman and Letan, 1987). These studies 
suggested various phenomenological models for the prediction of 
the instantaneous velocity and the collapse rate of condensing 
bubbles. However, in all of the aforementioned models the initial 
radiuses of the bubbles were arbitrarily chosen as a free parameter 
or were taken from experimental data. In addition, the bubbles 
were assumed to be spherical and the effects of the bubble shape 
oscillations were neglected. The ability to predict these parameters 
can considerably improve the performance of condensation rate 
models. Ullmann and Letan (1988 and 1989a), for example, dem
onstrated that taking into account the shape deformation of bubbles 
can improve the prediction of the instantaneous velocity of con
stant volume and evaporating bubbles. 

An extensive literature survey revealed no previous studies 
which suggest any model or correlation for predicting either the 
initial volume of condensing bubbles or the instantaneous shape of 
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the bubbles during the collapse process. In contrast, these subjects 
were extensively studied for the case of noncondensing bubbles. 
Comprehensive reviews of works in this area are given in Clift et 
al. (1978) and Cheremisinoff (1986). Despite their practical im
portance, the calculation of these values in advance remains es
sentially an unsolved problem and rigorous theoretical solutions 
are absent. Consequently, empirical or semi-empirical relation
ships are usually employed for the calculation of the bubble 
volume, shape and velocity. Some of these works will be discussed 
later. 

In the present work, a large number of experiments of direct-
contact condensation of a single bubble in both miscible and 
immiscible liquids are analyzed. The initial volume of the con
densing bubbles and their instantaneous shape are studied, and the 
ability of standard correlations of non-condensing bubbles to pre
dict these parameters is tested. 

2 Description of the Experiments 

Two cases of direct-contact condensation are described and 
discussed in the present study: the condensation of organic vapors 
in immiscible liquid (water) and the condensation of freon-113 in 
miscible liquid (freon-113). The freon-113, hexane and pentane 
(from "Aldrich") were "HPLC grade" and used without any further 
treatment. The water was double distilled. 

The condensation experiments were conducted in a vertical 
square column, 10 X 10 cm in cross-section, and 60 cm high 
(Kalman et al., 1986). The walls of the column were made of glass 
plates. The column was filled with water or freon-113 and was 
open to the atmosphere. The temperature of the liquid in the 
column, r„, was maintained below the saturation temperature of 
the vapor, T„ by a thermostatic controller. The temperature dif
ference, AT = r , - r„ , provided the driving force for the 
condensation and collapse of the released bubble. At the present 
experiments, the temperature differences studied were in the range 
of 2.4 to 6.5°C. The temperatures were measured by iron-
constantan thermocouples. 

A vapor generator, made of a brass cylinder, was installed 
beneath the glass column. The generator was filled with water that 
was electrically heated, and thermostatically controlled. A copper 
tube passed through the vapor generator and was connected to a 
nozzle, 3 mm in diameter, which was placed at the center of the 
column floor. The flow rate of the evaporating liquid through the 
copper tube was regulated by a micrometric-valve that enabled the 
control of the bubble release frequency. The release frequency was 
kept low enough (1-6.5 bubbles per second) to minimize the 

496 / Vol. 121, JUNE 1999 Copyright © 1999 by ASME Transactions of the ASIUIE 

Downloaded 03 Jun 2010 to 171.66.16.147. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm

mailto:ullmann@eng.tau.ac.il


o 
o 10 mm 

o o o 10 mm 

c:=:> 

o 
o 
o 
o 

o 
O 

CFW 

C? 

CPW CHW CFF 

Fig. 1 Screen tracing of a video-taped collapse of bubbles of four 
systems: (a) freon-113/water; (b) pentane/water; (c) hexaneAvater; and 
(d) f reon-113/f reon-113 

mutual effects of the bubbles, i.e., the effects of the leading bubble 
wake on the dynamics of the trailing bubble. According to Lemer 
and Leatn (1985), such effects start to be dominant only at higher 
release frequencies, i.e., / > 8, or even higher (Moalem et al., 
1973). 

The column was back-illuminated and the bubble collapse pro
cess was videotaped by using a Sony Rotary Shutter CCD, model 
RSC-1050. The pictures were recorded on a magnetic disk, and 
then projected on a monitor at the rate of 60 frames per second. 
The combination of the rotary shutter camera and the magnetic 
disk enabled us to halt a steady and clear picture of each frame on 
the screen and to make measurements of the bubble diameter, 
aspect-ratio and position. The time lapse between succeeding 
frames was measured by a video timer VTG-33 and was used to 
calculate the collapse rate and the bubble rising velocity. 

2.1 Screen-Tracing. The videotaped collapse experiments 
were also screen-traced. The screen-tracings of a representative 
bubble of each of the following systems: freon-113/water, pentane/ 
water, hexane/water and freon-113/f reon-113 are shown in Fig. 1. 
The time lapse between two images is ^ second. 

The screen-tracing provides qualitative information on the be
havior of the condensing bubble which includes the instantaneous 
size, the shape, and the vertical and horizontal location of the 
bubble. In addition, the instantaneous mean radius, aspect-ratio 
and height from the nozzle can be measured directly from the 
screen-tracing. 

The instantaneous radius of each bubble was calculated using 
the measured horizontal and vertical diameters of the magnified 
bubble image on the screen-tracing. Assuming horizontal symme
try and ellipsoidal shape, the equivalent bubble radius was taken as 

R = 2Ku (1) 

where K,^ is the magnification factor. 
Figure 1 shows the behavior of the collapsing bubble from the 

moment it is detached from the orifice until termination of the 
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Fig. 2 Polynomial fit of tlie experimental instantaneous radius of a 
freon-113 bubble condensing in water 

condensation process. Condensation is not completed at the end of 
the collapse process as a result of the presence of noncondensibles 
in the vapor. As discussed in previous works (Jacobs and Major, 
1982; UUmann and Letan, 1989b), the presence of nonconden
sibles reduces the apparent saturation temperature, and conse
quently, the temperature driving force for condensation. During 
the condensation process, the fraction of the noncondensibles 
increases and the collapse of the bubble is stopped when the 
apparent saturation temperature approaches the temperature of the 
surrounding liquid. This happens before the condensation process 
is completed. As shown in Fig. 1, the detachment of the bubble 
results in its strong deformation that is followed by a series of 
shape oscillations. The bubble oscillates between oblate and pro
late shapes. As the collapse process in the water proceeds, the 
bubble gradually becomes spherical as a result of the decrease in 
its radius of curvature and the consequent increase of surface-
tension forces (Figs. 1(«, b, and c)). For condensation in miscible 
liquids (Fig. \(d)), the bubble remains oblate due to the low 
surface-tension of the organic liquid. 

2.2 Condensation Rate and Velocity. Many experiments of 
bubbles condensing in miscible and immiscible liquids have been 
conducted and analyzed (Kalman et al., 1986; Lemer et al., 1987; 
Kalman and Letan, 1987). Although in these works a theoretical 
model was developed to predict the instantaneous bubble radius 
and velocity, a polynomial fit of the experimental results is used in 
the present paper. This method was chosen for simplicity, and in 
order to separate the present analysis of the bubble shape from any 
other effects which could have been imposed by the theoretical 
model. Thus, the experimental measurements are described by fifth 
and fourth order polynoms for the instantaneous radius and height, 
respectively. Such a polynomial fit for a representative experiment 
is shown in Figs. 2 and 3. The instantaneous velocity of the bubble 
is calculated by deriving the fourth order polynom. 
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Fig. 3 Polynomial fit of the experimental instantaneous height of a 
freon-113 bubble condensing in water 
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2.3 Uncertainty Analysis. The uncertainty in measurements 
corresponds to timing, bubble size, and bubble position. The 
uncertainties of the non-dimensional groups, that will be presented 
later, correspond also to the properties of the vapors and liquids. 
For timing, the bubbles were videotaped at a frequency of 60 s~'. 
The images projected on the screen were timed, and the time was 
digitally displayed with an accuracy of 0.01 s. The time lapse 
between two consecutive images corresponded to ̂  = 0.0167 s. To 
overcome this difficulty, the evaluation of the time lapse was done 
by averaging the time lapses of at least ten images. This provides 
an accuracy of 0.001 s. However, since the time should be related 
to the moment of bubble detachment, which could occur between 
two following images, the time uncertainty is set to be At — 
±0.007 s. 

To determine the equivalent radius of the bubble, the horizontal 
and vertical diameters of the bubble were measured from the 
magnified bubble images projected on the screen (see Eq. (1)). The 
magnification factor was at least four. The error corresponded to 
the length measurements on the screen was about 0.5 mm, i.e., less 
than 0.12 mm of the actual diameter, or 0.06 mm of the actual 
radius. For a representative bubble with an initial radius of 2 mm, 
the uncertainty in a non-dimensional form is therefore ±3% at the 
beginning of the collapse. The uncertainty is increased to ±8% at 
the end of the collapse when the bubble attains its minimum size. 
Another uncertainty could be related to the difficulties in locating 
the bubble's interface (bubble's edge). In addition, an uncertainty 
should be considered to compensate for the assumption of elUp-
soidal bubble shape in the calculation of the equivalent bubble 
radius (Eq. (1)). However, as can be seen in Fig. 1 and is further 
discussed below, the deviation from ellipsoidal shape is taking 
place mainly at the beginning of the collapse right after the 
detachment. Therefore, the total radius uncertainty is increased and 
taken as AR/R = ± 8 % throughout the collapse. 

For the position of the bubble, the height of the center-of-
volume of any bubble along its path was measured from the 
center-of-volume of the initial bubble. The error in length mea
surements is again 0.5 mm on the enlarged scale, and 0.12 mm on 
the actual scale. Since it was difficult to locate the exact position 
of the initial bubble, the height uncertainty is extended and taken 
as Ah = ±0.44 mm. 

The error bars of the time, non-dimensional radius and height 
are shown in Figs. 2 and 3. The bubble's instantaneous velocity is 
calculated by deriving the function obtained by a polynomial fit of 
the experimental bubble's height. The velocity uncertainty is ac
cordingly calculated to be Au/u = ±5%. 

3 Bubble Formation—The Volume of the Detached 
Bubble 

Two stages of bubble formation on the orifice were observed 
(not shown in the screen tracing of Fig. 1). During the first stage, 
the bubble expands while its base remains attached to the orifice. 
During the second stage, a neck is created while the bubble begins 
to lift-off. Bubble necking is shown in Figs. 1(0, b, c, and d). The 
bubble detaches from the orifice as the buoyancy and inertia forces 
of the injected vapor overcome both the surface-tension at the 
necking and the drag forces acting on the Ufting bubble. Similar 
stages of detachment for the formation of non-condensing bubbles 
have been observed and described by previous investigators. It is 
therefore reasonable to assume that, existing models originally 
developed for non-condensing bubbles can evaluate the volume of 
the detached condensing bubble too. This is particularly true for 
cases in which condensation during the bubble formation stage is 
negligible. 

Previous experimental and theoretical works can be classified 
into three bubble formation conditions: constant-flow, constant-
pressure, and an intermediate condition. In the present experi
ments, the hydrocarbon liquid was enforced to an evaporating 
chamber through a micrometric valve at a constant flow rate. The 
pressure of the vapor was increased due to evaporation, and the 

vapor was forced to exit the orifice as a sequence of bubbles. Since 
the liquid flow rate and the heat input to the evaporating chamber 
were kept constant, it is assumed that the bubble formation has a 
constant flow characteristics. In addition, the evaporating chamber 
and the orifice were connected with a relatively long capillary tube 
that caused a high pressure-drop restriction. Clift et al. (1978) have 
suggested that in such cases, the pressure fluctuations due to the 
formation of the bubbles are much smaller than the pressure drop 
in the capillary so the gas flow rate can be taken as constant. 

Many of the mechanistic models proposed to describe bubble 
formation are based on a sequence of events suggested by photo
graphic observation (Clift et al., 1978; Tsuge, 1986). These models 
apply a force balance for predicting one or more stages in bubble 
growth. For a constant vapor flow rate, the volume of the detached 
bubble, V, is dominated by the following variables: the vapor flow 
rate, Q, the surrounding liquid density, p, and viscosity, fi, the 
surface tension, a, the internal diameter of the orifice, d„, and the 
gravitational acceleration, g. For most practical purposes the bub
ble viscosity and density are much smaller than those of the 
surrounding liquid, /ij <s: ju, and p,, <s: p, and therefore can be 
omitted. 

For very low vapor flow-rates and low viscosity systems the 
volume of the detached bubble can be obtained by assuming that 
the bubble is spherical and performing a balance between the 
buoyancy and surface tension forces (Clift et al., 1978; Tsuge, 
1986). Such a force balance yields 

V 
(Td„, (2) 

where V is the dimensionless bubble volume and Ap the density 
difference between the surrounding liquid and the bubble (for p 
S> PI,, Ap is taken as p). In Eq. (2) the mass balance is corrected 
by employing the Harkins-Brown correction factor, i/; (Clift et al., 
1978). This correction factor accounts for the dispersed phase fluid 
retained at the orifice when detachment occurs, and is given below 
as: 

,// = 0.92878 + 0.87638 0.261 

0 . 6 < : ^ < 2 . 4 ) (3) 

dor I d„^^ 
1 .0 -0 .66023-173+ 0.33936^7173, 

0 < : j ^ < 0 . 6 ) (4) 

For higher flow rates or systems with a low surface tension, 
Davidson and Schuler (1960) have developed simple equations 
based on a one-stage model. The surface tension is neglected and 
for systems of low viscosity the bubble volume as a function of the 
flow rate, Q, is given as: 

V= 1.378(2'•^^-''" 

or in a nondimensional form, 

V = 1 .378(2 ' ) ' ' 

where 

5/6 

Q' 
p 

d„r(T •'"Q 

(5) 

(6) 

(7) 

For viscous liquids (high p.) and intermediate Q', Davidson and 
Schuler (1960) developed the following equation 

V= 6.484 ^ ^ 
\ Pg 

(8) 
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Fig. 4 DImensionless initial volume of condensing bubbles as a func
tion of dimensionless gas flow rate, a comparison of experimental re
sults with correlations of non-condensing bubbles 

or in nondimensional form, 

V = 6 .484(e ' /x ' ) ' ' " (9) 

where /x' is a dimensionless viscosity defined as: 

M-
^^ 

yJpdorO-
(10) 

Ruff (1972) developed a semiempirical model which ap
proaches Eqs, (2), (6), and (9) at the appropriate limits. Ruff's 
model belongs to the group of "two-stage models" in which the 
bubble formation is assumed to take place in two successive 
stages: the expansion stage and the detachment stage. 

According to Ruffs model, the volume of the detached bubble 
is the sum of the volumes achieved in the two formation stages, 

V = V", + V, (11) 

The bubble volume obtained in the first stage is predicted from 
a force balance: 

V\ - 0 . 0 5 7 8 ( r , ) " ^ " ( G ' ) ' - 2 . 4 1 7 ( V ' , ) " ' " e V 

-0.204Q' ^lx'Q'/V\ = 'jT^ (12) 

where the first term arises from buoyancy, the second from inertia 
and drag, the third and fourth from drag, and the term on the 
right-hand side from surface tension. The right-hand side is mul
tiplied by the Harkins-Brown correction factor as an improvement 
of Ruff's original model as proposed by Garrett (1993). When the 
bubble volume exceeds V\ the buoyancy force predominates and 
the bubble starts to move away from the orifice. During this stage, 
gas is supplied to the bubble through a neck and the bubble 
continues to grow for a finite period of time. The volume added in 
the second stage was correlated empirically by Ruff as 

n = (e')'' + 4.o(GV')- (13) 

Two similar stages of bubble formation were also observed in 
the present experiments of condensing bubbles. Therefore, a com
parison between the experimental results and Ruffs model is in 
order. The experimental results, presented as the dimensionless 
bubble volume as a function of the dimensionless flow rate <2', are 
compared to Ruff's model, Eqs. (11)-(13), with and without the 
Harkins correction factor (Eqs. (3) or (4)) in Fig. 4. Also shown in 
Fig. 4 are lines corresponding to the single stage models, Eqs. (2) 
and (6). These simplified equations may be viewed as limiting 
cases for low and high vapor flow rates, respectively. Equation (9) 
is applicable only for high viscosity systems, /x' > 4, (Clift et al., 
1978) and therefore is not included in Fig. 4. 

The experimental dimensionless bubble volume, V", was calcu
lated by using Eq. (2) and the initial radius, Ro 

g^p 4 
V = V^ = :rTTR 

(ja,,, i 

3 ^ 
(14) 

The uncertainty for the initial radius is 8% (see section 2.3), for 
the density ±1%, for the orifice diameter ±0.1% and for the 
surface tension ±5%. By an uncertainty calculation, the combined 
uncertainty of the dimensionless bubble volume was found to be 
^V'IV' = ±24.5%. 

The experimental dimensionless flow rate, Q', was calculated 
by using Eq. (7), the initial radius and injection frequency, / 

Q' 
5/6 4 

(15) 

The uncertainty of the average injection frequency is assumed to 
be ±2% (the frequency was calculated by measuring the time 
interval for at least ten bubbles). This leads to an uncertainty of the 
dimensionless flow rate of AQ'/Q' = ±24.5%. The uncertainties 
of both the dimensionless bubble volume and flow rate are similar 
since they are mainly affected by the uncertainty of the initial 
radius that appears in the third power at their definitions. 

Although, Ruffs equations agree (within ±15%) with most data 
appearing in the literature (Clift et al., 1978) it agrees less with the 
present experiments. Most of the present experimental bubble-
volumes of the organic-liquids/water systems are located between 
the two lines of Ruff's model (with and without the correction 
factor). Some of the experimental points, particularly in the lower 
flow rate range, are below the values predicted by Ruff's model. 
This is probably due to the condensation of the vapor that takes 
place during the bubble formation stage in the present experiments, 
while Ruff's and other models were developed for bubble forma
tion in isothermal systems. The effect of condensation on the 
volume of the released bubble is more pronounced in low vapor 
flow rates in which the bubble formation takes a longer time. 

It should be pointed out, however, that some of the deviations 
from the predicted values are not real and could be attributed to the 
uncertainty in the determination of the initial bubble volume in the 
present experiments. The real initial bubble volume has to be 
measured exactly at the detachment. However, with the video 
system that recorded 60 frames per second it was very difficult to 
record the bubbles precisely at the moment of detachment. Most of 
the bubble images were either of bubbles that are still connected to 
the orifice or of bubbles that already detached. The initial bubble 
volumes reported here were measured from the first image re
corded after the detachment. During the short time elapsed from 
the detachment (less than ^ s) the bubbles were slightly condensed 
and therefore the reported values are smaller than the real ones. 
Indeed, the lowest bubble volumes shown in Fig. 4 are measured 
for the highest temperature differences. Obviously, the higher the 
temperature difference, the more noticeable is the condensation 
effect. 

It can be therefore concluded that in the absence of any other 
vaUdated theory, Eqs. (2) and (11)-(13) provide a reasonable 
prediction of the initial volumes of condensing bubbles. This in 
particular refers to the range of the present experimental condi
tions, i.e., vapor flow rates of: 0.07 < Q' < 0.3 and temperature 
difference of: AT < 6.5. 

4 Bubble Shape During Condensation 
Bubbles and drops tend to deform when subject to external fluid 

fields. Their shape is dictated by the balance between the interfa-
cial tension and the viscous and inertia forces on the fluid-fluid 
interface. It is convenient to represent the shape of the bubbles and 
drops in terms of the aspect-ratio, E, which is defined as the ratio 
between the maximum vertical dimension and the maximum hor
izontal dimension. Small and medium bubbles and drops in free 
rise in infinite media under the influence of gravity generally have 
either spherical (£ = 1) or ellipsoidal {E < \) shapes. The 
spherical shape is typical of cases when the interfacial tension 
and/or viscous forces are dominant. 
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of experimental results with correlations of noncondensing bubbles for 
four systems: (a) freon-113/water; (b) pentane/water; (c) hexane/water; 
and (cO freon-113/freon-113 

(Rabiger and Voelpohl, 1986) that for high gas flow-rates (above 
70 1/h), the acceleration of this liquid is high enough to transport 
it beyond the upper contour of the bubble and to cause disintegra
tion of the primary bubble. We did not observe such a phenomenon 
in our experiments since the vapor flow-rate was much lower (less 
than 2 1/h). However, the induced motion of the liquid was suffi
cient to cause a pronounced deformation of the detached bubble 
followed by a series of shape oscillations. 

The initial large amplitude deformation of the condensing bub
ble decays after a few cycles (see Figs. 5ia-d)) as a result of the 
bridling effects of the surface-tension and the viscous forces. 
While the viscosity of the liquid remains constant during the 
collapse process, the effect of the surface-tension increases as the 
collapse process proceeds and the radius of the bubble decreases. 
As demonstrated in Figs. 5(a-d), the effect of the bridling forces 
is also manifested in the number of oscillation cycles until a steady 
shape is reached. The number of cycles varies for different sys
tems. For example, the pentane/water system has the highest 
surface tension and viscosity among the organic-solvent/water 
systems. For this system, following the initial large decrease of the 
aspect-ratio of the collapsing bubble, the final spherical shape is 
obtained after a single low amplitude oscillating cycle (Fig. 5(b)). 
On the other hand, the hexane/water system has the lowest surface 
tension and viscosity (highest water temperature) and therefore an 
additional oscillation cycle takes place before the final shape is 
obtained (Fig. 5(c)). This effect is more pronounced in the case of 
the freon/freon system. This system has a similar viscosity but a 
much lower surface-tension and consequently the highest number 
of oscillations cycles (Fig. 5(^0). Further investigation and addi
tional experiments are needed for characterizing the fluctuations 
and the effect of the surface tension. 

While it is difficult to predict the instantaneous shape of rising 
bubbles, several attempts have been madeto correlate the exper
imental data of the mean aspect-ratio, E, of constant volume 
bubbles at their terminal velocities. For low Morton numbers, 
Wellek et al. (1966) provided a single equation for the mean 
aspect-ratio as a function of the Eotvos number: 

Bubbles and drops may also undergo periodic shape oscillations 
during their rise. There are two main reasons for the onset of 
oscillations: the detachment of the bubble or drop from the orifice 
right after formation, and the vortex shedding during the late stages 
of rise. Most of the bubbles and drops are affected according to the 
first reason, while the second reason is common for ellipsoidal 
bubbles and drops with Reynolds numbers above 200. 

The screen tracings of Fig. 1 show that the condensing bubbles 
also undergo an oscillatory shape deformation which starts right 
after detachment and continues during the collapse process. The 
bubble oscillates between an oblate shape (even disk shape in Fig. 
1(a)) and a prolate shape. As the collapse process in the water 
proceeds the bubble gradually becomes spherical as a result of the 
decrease in its radius of curvature and the consequent increase of 
surface tension forces (Figs. l(a, b, and c). During this stage, the 
shape oscillations cease and the wake shedding results only in a 
zig-zag or spiral trajectory of the rising bubble. For condensation 
in miscible liquids (Fig. 1(d)), due to the lower surface tension of 
the organic liquid, the final shape of the bubble is ellipsoidal with 
a low amplitude wobbling of the surface. The shape oscillations in 
terms of the aspect-ratio versus time for one representative exper
iment of each of the systems studied are shown in Figs. 5(a-d). 
The uncertainty of the aspect ratio was calculated to be AE/E = 
± 11.3% and is shown by error bars in Fig. 5. 

The major shape deformation of the bubbles occurs immediately 
after detachment. As we discussed above, the bubble is detached 
from the orifice as the buoyancy and inertia forces of the injected 
vapor overcome the surface-tension and drag forces. The detached 
bubble tends to undertake the least possible surface area. This 
results in a motion of the neck toward and sometimes even into the 
bubble (see Fig. 1(a)). Liquid from the surroundings is thereby 
entrained by the fast movement of the neck. It is well documented 

E = 
1 

1 +0.163J50 

where the Morton number, M, is defined as 

( E o < 4 0 , M < 10"" )̂ (16) 

M^ 
Sl^\p - Ph) 

P'a' 

and the Eotvos number, Eo, as: 

^ ( p - P i ) ( 2 i ? ) 2 
Eo = 

(17) 

(18) 

An alternative correlation obtained by Tadaki and Maeda and 
extended by Vakhrushev and Efremov expresses the mean aspect-
ratio of air bubbles as a function of the following dimensionless 
group (Clift et al, 1978): 

to give: 

Ta = Re M" 

£ = 1 ( T a < l ) 

(19) 

(20) 

E = [0.81 -I- 0.206 tanh {2(0.8 - log,o Ta)}]^ 

( l < T a < 3 9 . 8 ) (21) 

£ = 0.24 (Ta>39 .8) (22) 

The above correlations are plotted in Figs. 5(a-d) together with 
the experimental instantaneous aspect-ratio of the condensing bub
bles. In the above equations we used the instantaneous radius and 
velocity of the bubbles (see the discussion in Section 2.2). The 
average bubble density of the bubbles also varies during the 
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collapse process. As the condensation process proceeds the bubble 
contains increasing amounts of condensed liquid and decreasing 
amounts of vapor. Therefore, the average bubble density in Eqs. 
(17) and (18) is defined as: 

Pb 
J " . 
R' 

(23) 

for condensation in immiscible liquids and p^ = p„ for conden
sation in miscible liquids. R is the normalized radius, which is the 
ratio between the instantaneous radius, R, and the initial radius R^. 

Figures 5(a-d) show that for condensation of bubbles in immis
cible liquids, Eqs. (16) and (21) give similar predictions of the 
mean aspect-ratio. Although these correlations were originally 
obtained from experiments for constant volume bubbles at their 
terminal velocities, they give a good prediction of the average 
aspect-ratio of the condensing bubbles. Furthermore, the mean 
aspect-ratio is well predicted by the correlations even during the 
initial stages when the detachment of the bubble from the orifice 
causes high amplitude oscillations of the bubble shape. Some 
discrepancies between Eqs. (16) and (21) appear in Fig. 5 (^ for 
condensation of the freon-113 in its subcooled liquid. In this case, 
Eq. (16) provides a better prediction for the average aspect-ratio of 
the condensing bubbles but gives some higher aspect-ratios than 
the values obtained in the experiments. The discrepancy between 
the correlation and the experimental values may be attributed to an 
inaccuracy in the estimated surface-tension of the freon/freon 
system. 

In Fig. 6, Eq. (16) is compared to a large number of experimen
tal results. The experimental aspect-ratios in this figure are an 
average of 148 measurements for CFW, 191 for CPW, 190 for 
CHW and 424 for CFF. The wide spread is due to the oscillations. 
However, the oscillations approximate the values predicted by Eq. 
(16), particularly in the low Eo range. Condensation proceeds from 
large Eo numbers to the smaller ones. A similar comparison 
between experimental results and Eq. (21) is presented in Fig. 7. 
By an uncertainty analysis, the following uncertainties were cal
culated: A Eo/Eo = ±16.8%, A Re/Re = ±9.85, A M/M = 
±15.7% and A Ta/Ta = ±10.2%. 

5 Regime Diagram 
Grace, Clift, and coworkers have developed a "regime diagram" 

to describe the behavior of bubbles and drops rising or falling 
freely in infinite media (Clift et al., 1978; Grace and Wairegi, 
1986). In this diagram, the Reynolds number. Re, of the fluid 
particle is plotted against the particle Eotvos number. A family of 
lines, each characterized by a constant value of the fluid properties 
group, the Morton number (independent of the bubble size or 
velocity) is also plotted in the original diagram. Since Re is the 
only group that contains the terminal velocity, the regime diagram 
may be used to estimate the terminal velocity of the fluid particle. 
However, as stated by Grace and Wairegi (1986), more accurate 

methods have to be used to predict the velocity, and, therefore, the 
main use of the diagram is to predict the shape regime. 

The experimental measurements of the condensing bubbles are 
plotted as Re against Eo in the classical regime diagram (Fig. 8). 
As can be seen, the regime diagram gives a good prediction of the 
bubble shape during the condensation process. The bubbles are at 
the wobbling ellipsoidal shape range at the initial stages of the 
condensation (large Re and Eo), even without considering the 
oscillation effect due to the detachment. At the final stages of 
condensation, the bubbles become spherical for condensation in 
immiscible liquids and remain ellipsoidal for most of the experi
ments when condensation takes place in a miscible liquid. 

Since the original regime diagram has three parameters. Re, Eo, 
and M, while the experimental points are plotted using only Eo and 
Re, one can read the M number from Fig. 8. The logarithms of M, 
according to Fig. 8, are in the range of - 1 0 to —12, where the 
highest M is of the freon/freon system (log M = -10) and the 
lowest is of the hexane/water system. The actual M numbers of the 
different systems are plotted in Fig. 9. The slight discrepancies 
between the actual M numbers and the values presented in Fig. 8 
result in part from an inaccurate prediction of the terminal velocity 
as incorporated in the original regime diagram. In addition, the 
original regime diagram was obtained for constant volume fluid 
particles at their terminal velocities and the present experiments 
are for condensing bubbles at a time dependent motion. 

It is also important to emphasize that for constant volume fluid 
particles, the M number is constant since it represents only the 
fluid properties. In contrast, for bubbles condensing in an immis
cible liquid, M varies during condensation as a result of the change 
in the average density of the bubble (Eq. (23)). Variation in M 

Pi 

•a 
S a 

I 
10"' 10" 10' 10' 

Eotvos Number, Eo 

Fig. 8 Presentation of the experimental results of bubble collapse on 
the regime diagram of Grace et al. (1986) 
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bubbles condensing in miscible and immiscible liquids 

during the collapse process is shown in Fig. 9 where the Eo 
number is plotted against the logarithm of M for the four systems. 
The freon/freon system is the only system to exhibit a constant M 
over the entire collapse process. Here the bubble is condensing in 
its sub-cooled liquid and the bubble density is constant. 

6 Conclusions 
A series of experiments of direct-contact condensation was 

analyzed in order to study the initial volume and the instantaneous 
shape of condensing bubbles. Two cases were considered: the 
condensation of organic vapors (freon-113, pentane and hexane) in 
immiscible liquid (water) and the condensation of freon-113 in 
miscible liquid (freon-113). 

It was demonstrated that the initial volume of the condensing 
bubble can be reasonably predicted by employing Ruff's "two-
stage model" that was originally developed for noncondensing 
bubbles. As can be expected, the best prediction of the model is for 
cases in which the condensation rate is slow relative to the rate of 
the bubble formation process. For high condensation rates the 
model is over-predicts the bubble volume. 

The experiments show that the condensing bubbles undergo an 
oscillatory shape deformation during the collapse process. The 
major shape deformation occurs at the initial stages of the collapse 
and is a result of the bubble detachment from the orifice. The initial 
large amplitude oscillations decay after a few cycles as a result of 
the bridling effects of the viscous and the surface-tension forces. 
The latter increases with the decrease of the bubble radius as the 
collapse process proceeds. Thus, during the final collapse stages, 
only low amplitude oscillations can be observed, particularly for 
large bubbles or for low surface-tension miscible systems. How
ever, these oscillations are a result of the wake shedding phenom
enon. 

While it is impossible to predict the precise shape of the con
densing bubble, the present work shows that a qualitative predic
tion of the instantaneous bubble shape throughout the collapse 
process can be obtained by means of the classical "regime dia
gram." Furthermore, it is demonstrated that a quantitative evalu
ation of the instantaneous mean aspect-ratio of the bubbles can be 

achieved by correlations that were originally developed for con
stant volume bubbles at their terminal velocities. 

It can be concluded that the present work provides, for the first 
time, tools to evaluate the initial volume and the shape of con
densing bubbles. The ability to evaluate these parameters can help 
to improve models for predicting the condensation rate in order to 
appropriately design direct-contact condensers. 
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